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Module 1.1:
Normed Vector Spaces

A
"

normed vector space
"

,
or

"

NUS
"

,
is a

vector space
✓ over R equipped with a

& ( lo
,
11.11N) ARE

(EP
,

11 - Hp )
function

NVS OF IR
II. 11 : ✓ → [0,0)

,

: Let ✓ = ( 4. v2. .. .
) c-
R ( ie let u be a sequence of

and the function satisfies the following : ,

reals ) .

① 1141=0 (⇒ ✓ =0i
Then

,

we
let EP be defined by

② you / I = lol . 1141 THEIR : and

EP = { ✓ERN : llvllp < ° } .

③ llutvllt Hull + Hull . ( Triangle Inequality ).
where f-

-

such a function 11.11 is called a

"

norm

"

.

Wup
= ( ¥

,

trill
' )

.

; we generally use
the notation

"

' V' " - " l
" "

to
.

similarly , we let e° be defined by

indicate a normed vector space '
gg = { ✓ c- 1¥ : Hull

@

< 00 }
,

:

4
Geometrically , where

① 1hr11 refers to the
"

length
"

of ✓
,
or the

µ , ,
,

= maxi
,
141 , v21 , - . .

} .

distance between ✓ & ° :
and

; Then
,

( EP, ii. up) & (Ñ, 1111*1 are NVS .

② Itv - WII refers to the
"

distance
"

between ✓ &

UNIFORM NORM ON C([a. b]) : 111-11@
W .

! Let ✓ = Climb] ) , ie the set of all continuous

Normed vector spaces
are useful in real analysis

"

functions f
:[a. b) → IR .

because the
"

notion
"

of
"

distance
"

in NVS helps us

Then
,

the
"

uniform
norm

"

of a fell , denoted as

talk about
"

approximating
" real numbers with more well-behaved

"

llfllao
"

,

is defined
to be

ones leg Q ) .

p
-NORMS : llvllp 11ft, ,

= supilfcxll
: ✗ c- [a. b) }

= maxi lfcx)1 : ✗ c- [a,b] } (by EVT)

"
-

Let p
> 1
,

and let ✓=(n / ER?
unless otherwise stated , we assume

the uniform
norm

is ""d "f

"

Then
,
the

"

p
- norm

"

of ✓
,

denoted as

"

llvllp
"

,

working with R' as a
NVS .

"

integration
- based

"

norm

is equal to

An alternative norm to R' is the

llvllp
= ( Élvil '

" = "
"

Z

lifyp ,

where pzl
and f- c- V ,

which is defined
as

We can show that the p
- norm is indeed a norm

p

llfllp
= ( Jab / fall dx )?

of 112?

(see Al . )

In particular,
the 2- norm

.

÷

11h12 = ( TÉ
,

wild )
.

' '

Euclidean norm

"

on IR
"

;

is called the

In this course ,
we equip

R^ with 11.112 , unless

stated otherwise .

INFINITY NORM : Itv1/
*

:
let v=(n / c- R

"

.

Then
,

the
"

infinity norm

"

of
V
,

denoted as

"

1141g ,
"

is defined
to be

Hull
,

= maxi
,
/ 41 , lvzl , -. -

,

lvnl }
.



Module 1.2:
Convergence
CONVERGENCE / DIVERGENCE an→ a, bn→b ⇒

antbn → atb

"
Let Cam, Cbn)

c- V
,
and let an→ a

& bn→b .

- :
Let V be a NVS

,

and let the sequence Can ) c- V -

Then necessarily antbn → atb .

"

Then
,
we say Can)

"

converges
' '

to some AEV
,

an→ a ⇒ ran→ da

denoted
"

an → a
"

,
if for all E >0

,
there exists a

!
Let can)EV, and let anta .

NEN such that Ilan-all < E Yn > N -

Then necessarily an→ a .

:

z

Otherwise
,

we say
that can ) diverges .

eg
' V=e°

.
Can/ C- V

an
= ( 1

,
£

,
. . .

,

£
,
0,0 , . .. )

a = ( 1 , £ , §, . . . )

claim : an→ a

PIOF . let E> 0
,

and choose NEN such that f- CE .

Then
, for n> N ,

note that

Ilan -alla
= 1110,0, . . - , 0 , ¥, ,

-¥2
,
. . .

) / too

=
=

sup E. 0, £+1 , ¥2, - . .

}

= ¥, < £ < f- < E.

showing that the
sequence converges. By

eg2 ✓=e°, can)EV

an = ( I,;-,
0,0 , - . .

)

a = ( 1,1 , . . .

,

I
,
. . .
)

claim : an -4 a.

PIF . V-neN : Ilan -all
@
=L

(since always
I present in the sequence

can-a) ) .

BOUNDED (SUBSET)
: Let AEV, where V is a NVS .

Then
,
we say

A is
"

bounded
"

if there exists a

M > 0 such that Hall EM for all AEA -

BOUNDED (SEQUENCES
)

"
Let can) EV ,

where ✓ is a NVS .

Then
,
we say

can) is
"

bounded
"

if Ea, , . . , an , . . . } is

itself bounded .

Can) IS
CONVERGENT ⇒ Can) IS BOUNDED

: let Can) EV
be so that can) is convergent

.

"

Then necessarily can ) is bounded .

PI0f - suppose an→aeV .

⇒ 7- NEN such that if NZN , then Han-al / < 1 .

Then
,

notice that for
n> N ,

Hanh = Ilan -a tall

c- Ilan-all +
Hall

E It Hall .

let M = maxilla, 11 , - . -, Ilan-111 , I -11 /all },

we have that Ilana em then , as needed . ☒

Note the converse is not necessarily true !

eg Can ) = ( 1
,
-1
,
I
,
-1
,
. . . )



Module 1.3:
Completeness
CAUCHY SEQUENCE
"
let can / C- V, where V is a NVS .

Then
,
we say can) is a

"

Cauchy sequence
"

if

for all E >0
,
there exists a NEN such that

Han - am /ICE for all n ,mzN .

Can) IS CONVERGENT ⇒ (an) IS
CAUCHY

Let can)eV be convergent
.

Then necessarily Can) is also Cauchy .

P-nof.at e> o .

we know
NEN

,

aev such that I / an -all < Ez V-nzN .

Also
, for n,mzN, we know

Han - amll E Ilan - all + 11am -all

L E
,

as needed - ☒s

Can) IS CAUCHY ⇒| Can) IS CONVERGENT

Note that can)EV is Cauchy does not-neessanyim-py.it is also

convergent .
:

z
For example , take the NVS (Coo , 11.11*7

,
where

Coo = ii. Cxn)EÑ : IN 7 ✗n=o th >
N }

,

and let can) c- Coo be defined by

an =
( 1
,
£

,
. . -

,
t

,
0,0, . . .

)
,

and let a be equal
to

a
= ( 1

, £ , §, . .
.

) & Coo .

We know an-7A
in l°

,
so can)El° is Cauchy .

⇒ can)E Coo is still Cauchy .

However
,

since an→ act Coo , and limits are unique ,

it follows that can)E Coo diverges .

COMPLETE
:
let AEV , where V is a NVS .

Then
,

we say
A is

"

complete
"

if whenever can)EA is Cauchy ,

it follows that there exists an AEA such that

an→ a.

BANACH SPACE
"
- let V be a

NVS -
, \

Then
,

we say
V is a Banach space

"

if V is

complete .



Module 1.4:
Banach Spaces
IS A BANACH SPACE WRT II. Ilp & 11.11g EN IS A BANACH SPACE

- : we can prove
e° is a

Banach space
.

First , let v=(, ) c- IR
"

& leper .

PIF. let canteen be Cauchy .

Then
,
note the following : for all near , we can

write

P
= IV. IP + . . . + IVNIP an

= (anti )
,
an

'"

,
-
- -
)
,

① llvllp
where anti / c- H2 .

E n maxi / 41
,

. .
-

,
lvnl}

"

" we claim for an
IEN

,
that can

" 't is Cauchy .
i. llvllp = nllvtla :

P p-wof.at e> 0 be given '

② 1141£ E Iv
,
/ Pt - -

- + lvnl
"
= " ✓ "

p -

Then
,
there exists a

NEN such that Han -am"oo< E

③ So
, llvllp E ñllvllao ,

and V-n.ms,N -

Next
, fix ieN.

For mm > N
,

note that

Hull
@
E "vllp -

lane:) - ancilla sup Elan
" '
- am

" 't : ien }

We can also show CIÑ
, 11-11*1 is a Banach space.

= Han - amllxo

Pw_of . Suppose can) ER
"

is Cauchy , say
C E

,

an = Can
'"
,

. .
-

,
an
"'t

,

proving
the claim . #

for each KEN,
where ai

" >
c- IR .

So
, by the completeness of IR

,

we have that

let E > o . We know 7-NEN such that llau-aella.ee fur
Ci '
→ bi Cas n→oo )

an
all the >N .

Then
, for all ↳LZN and Kien, we have that

for all i c- -

Next
,
we claim that an →

b
,
where b=cb , ,

bz , . . .
)
.

Ian
' "
- ae
" 't f Han - Aelia < E

,

PIof . let E>0 be given .
and so it follows that (ancilla; ER is Cauchy .

Then
,
we know

INEÑ such that Ilan -am / loose

Finally, since IR is complete , it follows that

V-n.ms/Nahcil-bic-1RV-Kic-n.

we also have that

To finish, we want to prove an -3 Cbi . - - ibn ) , which is sufficient ganci
)
- amci > I < E V-n.ms,N and IEN

to prove
the statement in question -

by definition -

let E > 0 .
Fix tsien - Next, faking

men ,
we note for n > N that

we know there exists a Nien such that laid
"
- bi Ice the>Ni .

Ian
' "
- bits E View

.

let N = Max ÉN, ,
Nz

,
. . .

. Nn}, so that for k3N , we have that

Thus Ilan -611 @ < E for all n> N
.

and so indeed

b
,

Hau - cjnllla = maxi / an
'"
- bit : tsien }

an→b . #

It follows that l° is a Banach space,
as needed . ☒

E E
,

completing the proof Las au→( ! ' ) ) . ☒
bin

"

This is sufficient to prove
( R
"

,
11 - Hp ) is a Banach

3

space
.

PIOF . Assume CIR? 11.11*1 is a Banach space .

let tepco ,
and let Caul c- R^ be Cauchy Wrt II. Ilp .

Thus
,

Caul is Cauchy Wrt 11.11g , and so

ah→ a c- Rn Wrt II. Ha .

Hence
an→

a wrt 11.11ps , and so ( (Rt, II. Hp ) is also a

Banach space
. ☒e



Module 2.1:
Closed and Open Sets
CLOSED SET

✓=e° , co=§(✗need I Xn -70 } IS CLOSED

- É Cet V be a NVS , and let CEV .

'
"
- We can show co __ cjcxnleé I xn→o} is closed in V=Ñ'

Then
,

we say
C is

"

closed
"

if whenever

PIF - let Canseco 7 an-saeé .

Can> EC with an→aEV, then aec .

let an __ Can
' ' '
, an

'"
,
. . . ) then -

OPEN SET Hence
,
we know

III. an
"'=o Knew .

- :
let V be a Nvs

,
and let UEV.

Then
, say

a = ( b
, ,
bz , . . .

)
,

and let E> 0 .

Then
,

we say
U is

"

open
"

if
VIV is

we know there exists N
, ,NzEÑ →

closed . ① Han- all @ < § V-n3N, i
and

TOPOLOGY ON A SPACE ② lani
"
/ < § V-k3N2 '

- : let V be a NUS -

Finally , for k > Na , note that

Then
,

the
"

topology
"

on V is defined to be

lbul = Ian?
"
- bn - an !

"'t
the set

c- lani
"
- but + 1am

"'t
1- = ciuevl U is open} . £ Ilan

,

- all
@
+ Ian

,

' "'t

0, V ARE OPEN & CLOSED IN ✓
< Ez + Ez = E

,

-

'

Note 01 and V are always open
and closed in V.

showing bu-70 and so a =Cb
, .bz, .. . ) c- Cos

CLOSED BALL : BTA) and so co is closed . ☒

U IS OPEN <=) Kiev : Ir>0 -3 Brca) c- U
" Cet r > 0 and aev

,
where V is a NVS .

1
Then

,
the

"

closed ball
"

of radius r centred at a
' : let ✓ be a NVS

,

and let UEV '

Then
,
U is open ifandonlyif for any

AEU
,
there exists

denoted as
"

Bta
"

,

is defined
to be the

a r > o such that B.(a) c- U . eg
in 1122 For any arbitrary

point, you can draw

Pw_of . (⇒ ) Assume U is open,
so

I
- i

-
-

'

'
' '

I a
"

circle
"
that is

" t

pta, = & ✗EV : tix -alter } .
.
.
.

-

, contained in v.VIV is closed .

We can prove
BRI is closed

. suppose, f
a contradiction, that

'
'
- - u

Iaev → (Ir> 0 7 Br (a) EU ) .

PIOF . let can )EBrCaT 7 an→
BEV.

In particular, th > ,
there exists some ane B:-(a)

By deft , Ilan -alter V-n.CN -

such that an¢U .

But since an→ a ,
it follows that

Note that

Ilan - all → 1lb -all
.

① Man - a ,1< In ⇒ an→
a (since →0) : and

and so 1lb-all c- maxi, Ilan
-all : new} f r,

② Can) c- VIV
,

and VIV is closed

and so b. c-Bret , which is sufficient to

⇒ a c- VIV .

prove the statement ☒

But aev by assumption , a contradiction.

OPEN BALL : Brca) Thus V.aev : Ir >o a Brca / EU, as needed . #

:
at r > 0 and a c- V

,
where ✓ is a NVS -

((=) Assume lfaeu : Ir >o t Brca > c- V.

1

Then
,
the

"

open ball
"

of radius r centred at a
'

we claim ✓W is closed . Indeed
,
let

denoted as
"

Brca )
"

,

is defined
to be the

can, c- ✓ Iv
→ an→a€V -

set
suppose

aeu
,

so in particular
7- r > 0 → Brca / EU -

Brca )
= & ✗EV : Hx-all < r } .

But since an→a, 7- NEN 7 Ilan -all < r,

We can show Brcal is open
-

implying awe Brca
) c- U

,
and so • NEU -

pzoof . By a similar proof to the above
,
we can show

However we assumed ane VIV, so this is a contradiction !

f. ✗EV : Hx-all > r } is closed -

Hence vyv is dosed , and so U is open ,
as needed .

Hence

Brca) = V1 ÉXEV
: 11×-41 > r}

is
open

. ☒



Module 2.2-2.4:
Closure and Interior
UNION OF OPEN SETS IS OPEN

A- = delimit points of A}
÷ cet v be a NVS

,
and let Eva}

,eI
be a collection

;
we can show that A- is the set of limit points of

of open
sets in V .

A for any
AEV.

Then necessarily U=¥U, is open .

PW-of-cetx-iiin.it points of A }
.

INTERSECTION OF CLOSED SETS IS CLOSED
m : ✗ is closed .

- :
let V be a NVS

,
and let 4C,}&eI be a collection

↳ p=f :
at can ) ex → an → aev.

In particular, we know

of closed sets in V.

V-neN
,

7- bne A → Ian -bnlctn .

Then necessarily C=M Cy is closed .
TEI But we also know

FINITE_ INTERSECTION OF OPEN SETS IS
bn= bn - antan →

0+a=a,

and so a c-✗
, showing

✗ is closed . #

OPEN By definition, we know A- c- ✗
,
since A- is the smallest closed

set that contains A -

'

'

let U, , . . . ,UnEV be open .

Now
,
let ✗ c-✗

,
so that 7- Can)EA 2 an→ × .

Then necessarily U= 4h --- nun is open
.

let CEV be closed
,

so that AEC .

FINITE UNION OF CLOSED SETS IS
Then

,
note can> ec , and so ✗ c- C Gina C is closed!

-

Thus ✗ is in any closed set containing A
,
and so

CLOSED
✗ EÑ ( and thus ✗=Ñ , as needed ) . ☒

'

let C
, ,

. .
.

,
Cn EV be closed .

Then necessarily C- CiU - " Vcn is closed . Int(A) = & interior points of A }
'

Similarly , we can show intca ) is the set of interior points
CLOSURE OF A SUBSET : A-

of A for any
AEV -

÷ let AEV.

Then
,
we define the

"

closure
"

of A
,

denoted as

"

Ñ
"

. iwof . Similar to above .

to be the set
* A- is the smallestdosedset

A -_ Ican) c- e
'
: area} : A-=L

'

A- = Nc .

containing A-
AEC ,
C closed

We claim
A- =L!

INTERIOR OF A SUBSET : Int(A) note : for ✗ ee
'

,
assume Yoo, Iaea → 11×-4:< E-

Then
,
✗EÑ.

let AEV -

Then
,
we define the

"

interior
"

of A
.

denoted as

"

int (A)
"

. WIG ? -

: then : 7- anta → tix-aniyn .

⇒ Can) EA and so an
→ ✗ .

to be the set * Intent is the largest0p
(

pn.gg. µ , , , , ,, , . . ,
, , an, ,, , , ,

Intca )
=
U V

VEA ,
-

contained in A '

U open By the density of
Q
,

V-nc-Ni7-ync-Q-lxn-yr.IE .

LIMIT POINT zn

: let V be a NVS
,

and let AEV .
Consider y= Cy , .yz , . . .

) .

Then
,
note that

Then
,
we say

AEV is a

"

limit point
"

of A

11×-911 , = ¥
,

/✗
n
- ynl

if there exists a Can)EV with an→ a.
, ,

< EE
INTERIOR POINT = e.

I
let V be a NVS

,
and let AEV .

which is sufficient to show ✗EÑ
,
and so

Then
,

we say
aev is an

"

interior point
"

of A e.gg .

As A- c- l
'

by definition , it follows
that A-=L

,

if there exists a r> 0 such that Brca) c- A.

as needed . Dr

V=Ñ ; Too = Co

"
we can show Io = Co in V=Ñ .

Puff . We know Coo c- Co
,

and since co is closed,

it follows that CJ Eco .

Now
,
let ✗=(✗

, ,×z , . . . )
c- Co , and let E) 0 .

Since ✗n
-70

,
it follows that

7- New →lx-nkEV-nzN.tl/-y--CX,,...,Xn-i. 0,0, . .
.

) c- Coo -

It follows that

I / ✗ - yl/ * = 1110
, . . - ,

0
, xn.int, . . . .

) 110

= sup I / xul : k > N}

£ § < E
,

and so necessarily ✗ c-Too ,
and so ↳ c- CI .

Thus co -_ To
,

as needed . Be



AUB- = ÑUB BOUNDARY OF A SUBSET : DCA)
-

'

let A. BEV '

"
: let AEV .

Then necessarily
AÑ = ÑUÑ

.

Then
,

the
"

boundary
"

of A
,

denoted as

"

J (A)
"

i

Iwof. Since A- v5 is closed & AUBEÑVÑ'
is defined

to be the set

it follows AUT c- ÑUB. z(A) = A- \ Int (A) -

Then
,
since A. BE AUB, it follows that

ZCA) IS CLOSED
A-
,

B- E AUT .

: let AEV
.

Thus ÑUB c- AUT ,
and so ÑUB= AUT .

☐q

Then necessarily JCA) is closed .

Int(AnB) = Int(A) A Intl
B)

proof. 2cal = A- 1 Intent

=

:L? "'÷cn
.

- -

let A. BEV '

T

Then necessarily
INTCAAB) = INHA)

^ 1^+03 ) -
closed

and so DCA) is closed . ☒

Anis c- A- n B-
A IS CLOSED <⇒ 2(A) c- A

"

let A. BEV .

"
let AEV.

Then necessarily
AÑ EÑ ^ Ñ '

Then necessarily A is closed if"d°^4

Int(AUB) I Intca
) U IntlB)

✗A) c- A .

⇒ . (⇒ ) A is closed ⇒ JCA) c- A-
=A .

'

'

let A. BEV .

Then necessarily
INTCAVB) ? 1^+1^-1 U In"B) .

( <=) suppou
HAHA .

Recall 2 (A) = A-
\InHA ) : in particular , we can

A-- (0,1 ) , B= ( 1,2
)
,

V=R : ATB f- A-nI
write

A- = ZCA) U Int (A)
.

' ÷
let ✓ = 112 , and let A- (0,1 )

,

13=4,2) .

and since ZCA) , Intcn
) C- A it follows

that

Then note that ATB f- ÑNB.
A c- A-

-

Pref . See that

As A- en. it follows that
A=Ñi and "

A "

Anis = OT = bu-tn-nB-co.in-4,2]=Éi} .
closed .

A :[0,1] , B :[1,2], ✓=/R:

Int CAUB) f- Int(A) UINTCB)
"
:
let V=iR

,
and let A-- [Oil ]

,
13=-11,2] .

Then note that Intcnu B) f- IntCA) U Intcb ) .

PIof . see that

INTCAUB) = ( 0,2) tout Intent UINHB) = ( Osl) V4.2
) = (0,21141}

.

Int(VIA) = VIÑ
let AEV .

Then necessarily Intcvl A) = VIÑ.

twof . Since VIÑ c- VIA and VIÑ is open ,

it follows (by the largeness of
the interior)

that VIÑ c- Intcvla) .

Then
,

observe that

V1 Intcvla ) ? VICVIA)
= A

,

and since Intcvla) is open,
hence VIINHVIA)

is closed ; thus A is closed ,
and so

A- c- V|Int(VIA ) .

Hence

VIÑ 2 V1 CVIINTCVIAH
= Int CVIA)

,

and so necessarily VIÑ = INTCVIA ), as needed . ☒

Ñ = V1 Intent
"
-

let AEV
.

Then necessarily Ñ
= V1 Intent .



Module 3:
Compactness & Open Covers
BOUNDED (SETS ) HEINE- BOREL THEOREM

: CEIR
"
IS COMPACT

: Let AEV ,
where V is a NVS -

(⇒ C IS CLOSED & BOUNDED

Then
,
we say

that A is
" bounded

"

! let Cern .

Then C is compact ifandonlyif
it is also closed &

if there exists a
MEN such that

✗ all < M VAEA ' bounded .

( This has been proved by previous
observations ! )

COMPACT (SUBSETS)
CEV IS COMPACT

,
AEC IS CLOSED ⇒ A IS

! Let CEV,
where ✓ is a NVS .

Then
,

we say
C is

"

compact
"

if COMPACT
every can)EC has a subsequence ;

get ⇐ ✓ be compact, and let AEC be closed .

Canute can) with Anja c- C-
Then necessarily A is compact

.

Aspin IS CLOSED & BOUNDED ⇒ A
p-nof.at can)EA .

Since AEC
,

7- Canal Elam
7 Anu →

aec .

IS COMPACT
But as A is closed ⇒

AEA , and

÷
Let AEIR

"

be closed and bounded .

So A is compact. ☒

Then necessarily A is compact
.

Proof . let cause A- OPEN COVERS (OF SUBSETS)
Since A is bounded

,
=) Cau ) is bounded .

: let AEV, where ✓ is a NVS.

By A2 , we know 7- (and c- (au ) 7 ahe→aER^ -

1

Then
,
an

"

open cover
"

of A is a collection

since A is closed , it follows that a c- A /
of open

sets Eva : ✗c- I } such that

and so A is compact ' ☒
A E V Up -

a-I

A- = Ee, = (1,0, ... ,O) , ez=Co, 1,0, ... 0 ) , . . . } c-Ñ :
-
:
we say

the open cover is
"

finite
" if

A IS NOT COMPACT
2

111<11-4 .

- : at A be the above set .
We can show A is

Examples :
"

not compact
'

① ✓=p
,

A=[o , ,] ,AE-t-y.EE?lP-wof-V-n=m,llen-eml1*--I

② v=Ñ,
A = 2×2

, A%¥×zB
⇒ Cen) is not Cauchy

⇒ Cen) is not convergent ③ V=R
,

D- = ( 0,1]
, AE¥4.

⇒ A is not compact
-

☐a
SUBCOVERS
:
at Eva : a- I} be an open

cover of AEV
.

Then
,

notice that
"

Then
,
we say

a subset of Eve: a-I } is

A = (e
, , ez, ...

) c- BÑ.

The Rug is trivially closed and bounded
'
but

a
"

subwver
"

of Ivy
: F- I }

.

:

since A is not compact , necessarily BÑ
z
Note that subcovers are also open

covers of

cainnot be compact ! A .

Therefore, closed & bounded
does It automatically

imply compactness .

C IS COMPACT =) C IS CLOSED & BOUNDED

"
Let CEV be compact .

Then necessarily C is closed and bounded .

PnIf . let CEV be compact .

① We claim C is closed .

PIOF . let can)EC → an→ a
c- v.

⇒ Icann) Elan
) tanu-b.EC .

However , we must have a=bEC,

and so C is closed . #

② We claim C is bounded -

PIOF - Suppose this was not
the case .

⇒ 1- new
,

7- anc.CZ/lanll7n .

Then consider Can / C- C-

⇒ 7- Canale can )
7 ana→aEC .

But Hannu > na !
So it is unbounded,

and so has to be divergent
.

This is a contradiction!

Hence C is bounded , as
needed . ☐k



AEV COMPACT
,
AE Uva IS AN OPEN COVER EVERY OPEN COVER OF AEV HAS A FINITE
✗c-I

SUBCOVER
,
& AEU Up WHERE EACH Up IS

⇒ 7=1270 7 VAEA : B,z(a) C- Up
FOR SOME ✗c-I

•e,

RELATIVELY OPEN IN A ⇒ 7=9 , ..;9nEI
-

"
let AEV be compact , and let AE,¥Ur be an open

cover

7 AE Vo
,
V . . . U Udzof A .

Then ,
there necessarily exists some R> 0 such that for

"-

why is the above lemma true ?

each a c- A ,
we have

Pref . At Ur , where G- An 0g, Oye ✓ open

BRCA) c- Ur

for some ✗ c- I - ⇒ AE YLANG)

Puff . Suppose no such R>0 exists . = An ( Yog)

In particular,
Ynet : 7- an c- A -3B£ Can) & ↳ c- Yoo ,

✗ c- I
. ⇒ A c- 0g U . - - V Orn

since Can) e- A and A is compact,
⇒ 7- Canal c- Can ) 7 anu→aEA .

⇒

ae÷:÷;Y•.☒Say a c- Ugo , where get Gina the union is an

open cover) .

EVERY OPEN COVER OF A HAS A FINITE
Pick MEN 2 Bzm (a) c- Uq
moreover , since ana→a, we may find

"

SUBCOVER ⇒ AEV IS COMPACT
→ any C- B,_mCa) Uh>N .

"
let AEV, and suppose every open cover of A has a finite

Then
, for K > N such that nu> M,

take

Subcover .
✗ c- Btmcanu) .

Then necessarily AEV is compact .But

⇒ ux-ail-llx-anuto.nu
-a "

Pref . let can) c- A -

f llx-anull + Ilana
-a"

For kept, consider Cu=Ñn?u A A.
< tmttm = Zm

,

we want to show Cu -1-0 .

and so ✗ c- Bzmca)
- Each Cu is relatively closed in A- Hence

every Vu
= A) Cu is relatively open

-

-
: Bimcana) C- Bzmla) c- Udo .

For contradiction , assume cu=¢ .

But since nu> m ,
it follows that

⇒ A -_ Alot
Btnzcanu) c- Byland c- V4 ,

= AICI.cat
which is a

contradiction to or earlier

= UCAKU)

assumption that Bintan) & Ur V-rc-I.iq
= §⇒Uu ← the relatively open

Subcover .

AEV IS COMPACT ⇒ EVERY OPEN COVER OF

By the lemma above
,

A HAS A FINITE SUBCOVER
7- i

, ,
. . - , ie 7

AE Ui
,
U - - ' U Vie .

i: let AEV be compact
.

Since C. zcz ? . . -

,
we hone that UIEUZE " ' i

Then necessarily every open
cover of A has a finite

subcover .

i. A c- Vie c- A
,

Pw_of . Suppose AEV is compact .
and so A- = Vie .let AE¥U, be an open

cover of A-

since A is compact, by the
above lemma

' ⇒ Cie = A) Vie
= A) A = § .

7- R>0 7 V-aeA : B,z(a) Elk for some a-I. But since a ;eeCie=O ,

this is a contradiction !

If 7- 9 , . . . ,9neA 2 AEBRCA,) U - - - U Brlan) , by Hence
,
we

may find some at Ñcu .

the lemma we are done .

a- 1

So
, suppose no such covering existed . .

: In
/ cnzc . . . -3 Ilana - all Ctk V- KEN

,

Then
,
we can find a a

,
C- A

,
GEA → 92¢ BR"'t' and so Cana) C- A 2 anu→aEA , showing A is

azEA 3- azct Brca,)U Bread . . - -

compact, as needed .

Since (aa) EA & A is compact ,

7- Canal c- Can )
7 Anata .

However, for ncm
,
we have that

am & Brian) ,
or in other words

,

11am - an 11712 .

⇒ Can) has no Cauchy subsequences , .

⇒ Can) ha no convergent subsequences,

giving
us our contradiction - ☒



Module 4.1:
Limits 
LIMIT

let f:A→w , where AEV
,

and let aev.

Then
,
the

"

limit
"

of fcx) as × approaches
a is we W if

① ae AYAT : and

② V-E > 0 : 7-8>0 such that if ✗c- A with

OCHX-all < 8, then llfcx ) - w/ ICE .

In this case
,

we write

Iim
✗→ a

fcx) = w .

*
note that w is unique .

ISOLATED POINT

at AEA ,
where AEV .

"

Then
,

we call a an

"

isolated point

with respect to A
"

if act AIÉAT .

If a&A\&aT
,

then there exists r > 0 such

that Brca)nA = Ea} or ¢ .

In other words
,

there doesnotxit ✗ c- A with

Ocllx-alter .

LIMITS PRESERVE ORDER

"
let AEV , and let f.g.

h : A- → R and aeA|ia} .

Suppose ¥1
fix) & ¥Yagc×) exist and fcxlfglx) then .

limfcx) { ¥Yagc× ) .
Then necessarily ✗→ a

SQUEEZE THEOREM

"
let AEV ,

and let f.g.
h :A→R and aEA\Éa}

.

Suppose fcx) Egcxlfhcx)
✗ c- A and

¥1 fix) = fifa hat =L .

Then necessarily ¥magC✗)
=L as

well .

LIMITS OF MULTIVARIABLE FUNCTIONS

eg
' Evaluate

Iim

(✗ ' y , 7)
→ (o.o,o) ×%¥×YZ .

5011 . If ✗ 1=0 , then observe that

0£ / ×%¥YZ÷+ / ←

'×5Y×y
= q¥×Hl
{ l×1y2+×¥l+1×Hy
= y
' -11×112-1+111171 .

If -1=0 , then flxiy,z)=O .

since

1in

lay,z)→co,o,o) YZ -11×1171+11112-1=0 ,

by ST it follows that Iim flxiy , 2- 1=0 .

#
cxiyir) -790,01

eg
"

Evaluate

Iim } fcx.gl
Cxey) -71010 ) ×2ty4 .

5011 . As (4,01-710,0), we see that

fctn
,
0 ) = 0 → 0 .

As (É, 'T ) → cool, we see that

f(n÷
,
E) =

= I → £ .

÷, -11mi

Since 01--1-2
,

the limit does not exist .
#



Module 4.2:
Continuity
CONTINUOUS (FUNCTIONS) f.g

:A→w ARE CTS ⇒ ftg , of OER)
: let f : A -1W ,

where AEV -

ARE CTS
"

Then , we say f- is
"

continuous
"

at a c- A

"
let f. g :

A -7W be continuous
,

and let a- R .

if for any e >o ,
there exists 8>0 such

Then ftg and af are necessarily also continuous .

that if ✗ c- A with llx-a 11<8 .
then

PW-of.at Can/ EA tank .

llfcx) - f-(a) 11L E.
⇒ (since f. g one cts ) ⇒ flan/ → flat & gcanl → glad.

"
-

Note that f is continuous at AEAIIAT
2 ⇒ fcani-gcanj-fcai-g.ca) & ifcanl → ✗flat. ☒
Éf ¥Yafc×) = f-Ca ) .

f- : A-7W, , g:B
→Wz , Btw,

ARE CTS ⇒
However , if a¢A|ia} , then f is automatically

continuous at a .

gof IS CTS

Why ? ⇒ 7- r >0 , Brca)nA=
Ea}

÷ let f :A→w,
and g :B

→Wz be continuous
,

where Bew
,
-

let E > 0
,

& chou
8=r .

If ✗c- A & 11×-41<8 , then ✗= " .

Then necessarily Cgof ) is continuous -

.
: llfcx ) - f-(a) 11=11

flat - flat /1=0 LE .

P-wof.tt Can)fA 7 anta .

- We say f is continuous if f- is continuous at
since f is cts

.
⇒ f-Can > → flat -

since g
is cts

,
⇒ gcfcan))

→ gcfcall .
all AEA '

f Is cts (⇒ f PRESERVES
CONVERGENCE (⇒ OPEN UEWI

⇒ goof preserves convergence

f-
'
(v) IS RELATIVELY OPEN IN A

⇒ got is continuous - ☒

"
Let f :A→W ,

where AEV. Then
,

the following are equivalent :

① f is continuous ;

② f preserves convergence ;
and

③
open

UEW , f-
'
CU) is relatively open in A.

Prof. - ② (⇒③ from Assignment 2 .

①⇒② : suppose f
is cts

,
and let Can / EA 7 an→aeA -

Cet e >0 . There exists 8>0 7 ✗c- A & 1K-alkf
,

then llfcx) - f-(a) LICE .

Take NEN -3 Han -alles th>N .

But then
, fr n >,N , we see

that llfcan) -f-(a) IKE ,

showing that f-Can] → flat . #

②⇒ ① : Assume f preserves conveyance ,
and suppose f- is discontinuous

at a .

⇒ Ie> 0 & Cant EA 7 Ilan -all < In but llfcan) -flail / ZE .

Then
, an→ a but fcanltfca)

- contradiction !
☒

PROJECTION MAP IS CTS

:
The

" ith projection map
"

Pi :1Ñ→R ,
where leith

,

'

is defined by

Pi (× , , . . . . ✗n
) = ✗ i.

:

2

We can prove
the projection map

is continuous for any

Kien .

Pioof . let Lau)ER
"
t au→aER

"

, say an :(ace
"! . . .

,
an
"} and

a=(bi , . . .
,
bn) .

We know anti> → bi theism as h→N ;

⇒ Pica;) → Pila )

i. Pi is cts . ☒



Module 4.3:
Uniform Continuity
UNIFORM CONTINUITY
Cet f:A→V, where f- :A→w .

"

Then
,

we say f
is

"uniformly continuous
"

if for any e >0,
there exists a 8>0 such

that if × ,aeA with llx-all < 8 .
then

llfcx) - f-(a) It < E.

Note that uniform continuity implies continuity .

LIPSCHITZ (FUNCTIONS)

let f:A→w
.

We say f
is

"

Lipschitz
"

if there exists a M >o

such that

I / flat - f-(b) 11 E
mlla-bllv-a.be A -

LIPSCHITZ ⇒ UNIFORM CONTINUITY

÷ Cet f :A→w
be Lipschitz .

Then necessarily f
is uniformly continuous .

Pw_of . let E >0 .

Choose 8 = Em .

If a.BEA with Ila-bllcf , then

llfca) - f-(b) 11 f
Mila -611

< MS = m(Em )=E,

showing f- is uniformly cts . ☒e

C IS COMPACT
, f:(→ W IS CTS ⇒ f- IS UNIF

CTS

:

let CEV be compact & f :c -3W be continuous .

Then f is uniformly continuous .

W_hy? → Suppose fr contradict- that f is not unit. cts .

⇒ Icann, Cbn ) C- C
→ Han -bnllcl-n.li/-Can)-fCbn)ll7E .

By compactness ,
7- Canal E Can ) -3 anu→aEC .

⇒ bnu= bnu - antitank

⇒ Ia

⇒ bnu→a .

By continuity ,
f-Canal → f-Cal , fcbnutfcb ) .

⇒ llfcana) - fcbnulll → 0
.

But this is a contradiction
- : 11ham - fcbnlll >ie by

earlier assumption! ☒



Module 4.4:
Extreme Value Theorem
CEW IS COMPACT

, f :(→W IS CTS ⇒

f-(C) IS COMPACT

let CEW be compact , and let f :C-3W be continuous .

Then necessarily fcc) is compact .

Wky? Take (f- Can )) c- fccl ,
an c- C.

⇒ Can ) c- C.

(compact ) 7- Canal C- Can
) 7 any→ a.

(continuity ) ⇒ f-Cancel → f-(a) Efcc )

⇒ fccl is compact. ☒

✗ f- A- c- IR IS BOUNDED ⇒ inf A , sup A
c- A-

"
let 0=1 AIR be bounded .

Then necessarily inf A , sup
A c- Ñ .

Pioof. We prove
the claim for sup

A ; inf A is similar .

Knew ,
we know

sup A- the an E sup A.

F-
⇒ ( By s.tl an→supA .

i.
sup
AEÑ .

f-CEV IS COMPACT
, f:[→ IR IS

CTS ⇒

7- a ,bEC 7 f-(a) = min f-(C) & f-(b) = Max f-(C)

(EXTREME VALUE THEOREM (EVT))
'

: let + CEV be compact, and let f :(→ R be continuous .

Then , there must exist some a. bec such that

f-(a) = min f- Cc) & f-(b) = max f-(c) .

P-nof.f.cc) is compact .

fcc) ER ⇒ fcc) is closed & bonded .

⇒ ( by bounded ) sup fccl ,
inffcc ) c- fat .

( since fccl is aonpnetl .

'

. fccT= fccl .

i. 7- a ,bEC 2 f-(a) = inffcc)
= min fcc)

& fcbj-supfcc-maxfccl.gg

UNIFORM NORM (FOR CCK
,
W ))

"
:
let KEV be compact, and let W be a NVS .

Then
,

CCK ,
W ) = If :K→w oh } is a NVS when

equipped
with the uniformnorm

111-11
@

= maxi llfcx)H : ✗ c- K} .



Module 5:
Sequences of Functions
POINTWISE CONVERGENCE [OF FUNCTIONS] fn: A -7W, AEV : fn IS CTS V-nEÑ , fn→f
:
let AEV

, fn : A -3W and f :A→w.

UNIFORMLY ⇒ f IS CTS
Then

, we say fn converges
to f-

"

pointwise
"

if "
-

let fn : A-3W ,

where AEV '

f-ncx) → f-Cx) then .

Suppose each fn is continuous
,
and fn→f uniformly .

UNIFORM CONVERGENCE [OF FUNCTIONS]
Then necessarily f is continuous .

"
let AEV, fn : A -7W and f :A→w .

Puff . let can)EA 2 an→a & let E > 0 ."

Then
,
we say fn converges

to f
"

uniformly
"

we know we may find NEN →

if for any
E >0

,
there exists a

NEN such

llfn - f- Hoo <
.

that
since fn is cts

,
we know 1- MEN →

llfncx) - f-a) It
< E th>N, ✗ c- A '

lfncan) - fn Call < Un>M .

In this case
,

note that the ÉN works
Then

, for ns.M , see
that

uniformly for AI ✗ c- A '

lfcan) - f-(a) / =/ flan) -fncan) + fnlan) - fnla)
+ fnca) - f- (a) I

llfn- f- 11g := supillfncx) - fcx) 11 : ✗ c- A}
E / fcan) - fncan) / + lfncan) - f-Nca) / + lfnca)

- f-(a) I

:
let fn , f : A -7W , where AEV .

E llfn - f- 11g + Ifncan) - fncall + llfn - flloo
"

Then
,
we define

E § -1 § -1 § = E
,

llfn- f- 11g
:= sup & llfnlx)

- fix)ll : ✗ c- A } .

"

:
and

so f-Can) → f-(a)
,

and so f is cts . ☒

z
Note that

fn→f uniformly <⇒ llfn - fHo< • eventually AEV Is compact
,
W IS A BANACH SPACE ⇒

& llfn- f- 11*-70 .

( CCA
,
W)

, 11.11g ) IS A BANACH SPACE
*
note that since A may

not be compact & f
let AEV be compact ,

and let W be a Banach space .

may not be cts
, llfn- fila could be infinite .

For example , take fn:R→R ,
with fix)=× Then necessarily ( CCA ,w) , 11.11*1 is a Banach space .

& fnc-11=0
Yn> 1- p-wof.at Cfn)E CCA ,W) be Cauchy , and let E> 0 -

Then fn→o uniformly , even though 11ft -011,0=00 ' we know -7N c- →

llfn-fmll@CEV-n.m > N .

EXAMPLES
For ✗ c- A & n.ms,N ,

see
that

"
For each sequence of functions, find the pointwise

11 fncx) - fmcxllltlfn-fmlla.EE ,
limit and determine whether the convergence
is uniform .

and so Cfncx)) EW is Cauchy .

Since W is a Banach space ,
it is complete .

eg
"

fn:(0,1) -7112 , fncx)= 1¥
and so fncx) → fcx) c- W for somefcxlc-WPoint-msel.IT: f- ✗ c- coil) ,

fncx)=
→ 1- This

, we have constructed a fu f:A→w
→

;
. fn→i pointwise . fn→f pointwise .

For n> I
,
we have

For ✗ EA and ns,N
,
we have

that

lfnctn ) - I / = £ . lim 11 fncx) - fmcx)H E E
,

i. llfn-f-11*1-30 m→N

and so

⇒ convergence
is not uniform .

yfn(×) - f- (✗111 f E ( limits preserve
order) ;

eg2 fn : co -7112 , fnccau)) → an .
⇒ ufn-fua.EE since ✗c- A was arbitrary .

Pose: For Caa) c- Co , see that

⇒ fn→f uniformly .
fnccau)) = an -70 .

go
, by the previous theorem, it follows that FE"""'

i. fn → 0 pointwise .
and so fn→f in CCA ,

W ) .

0¥? For new , see that

⇒ CCA ,w) is a Banach Space
(since Cfn) was

/ fnccl, ...- 1.0.0, . ..) - O / = 11-01=1 .

= an arbitrary Cauchy sequence
) . ☒

' : llfn -0117, I ⇒ llfn-011*+30 .

⇒
conveyance is not uniform .

eg
}
fn :[0,1] ✗ [0,1] → R

,
fnca ,b) = ¥ -1b¥

Pointwise For Ca
,
b) c- [0,13×-1011],

fnla, b) = ÷ + ÷n c- [o.tn ]

- :( by St ) fn(a. b) → 0 .

⇒ fnca
,
b)→ o pointwise .

Unify? Note that

lfnca,b) - 01 = -1b¥

thin = E-
'

'

- llfn-011*4 2- → 0
,

-

'

. fu-10 uniformly .



Module 6.1:
Partial Derivatives
SCALAR FUNCTION
" A

"

scalar function
" is any function

'

of the form

f- : A → R ,

AIR?

Note for any f. A
-7112m

, AIR?

there exist scalar functions f , , . . ..fm
:A→R

such that

f- = ( f , , fz , . . . .fm) .

eg f : 1123 → R2 by fix,y,z ) = Cxze? ✗2+2-4
.

Thenficx.y.tt/=xzeT&fzlx.y.z1=xZ-ZZThenf--Cf,.fz) -

th
i PARTIAL DERIVATIVE [OF SCALAR FUNCTIONS] :

If
- (a) = fq.ca)d×i
:
let f :A→R ,

where AIR
?

"

let ice , , . . . , en}
be the standard basis for R

?

Then
, for Kien ,

we define the
" ith partial

derivative
"

of f at
a=Ca

, , .
. .

, an
) c- A ,

denoted

as 2¥.ca) or fq.ca), to be equal
to

Jf
fq.ca) = - (a) :-. limflathehifal

,h→o

2×i

provided the limit exists .

We use the notation
"

fix , , . . . ,✗n)
"

when talking

about functions f- : A -7112 , AEIR?

Note that fq.ca) is the derivative of f at a

wrt xi , treating the other xj . jti as constants .

Moreover , fq.ca) is the slope of the tangent

line to the surface y=f( xiixz , . . . . ✗n )
which

is parallel to ei .

For example , for f. R'→ R
, find ¥-6) & (a) :

fxcat-hiry-L-then-fal-nliyofai-h.az#-aaz'
and similarly

fyca) = hijyflai.92-hh-fa.az?

We also treat 3¥ as a function , and write

f-✗ i(× , , . . . , Xn) I ¥;f(✗ ii. . - , ✗n ) . ✗y
,EXAMPLE 1 : f: 1123-7112

,
fcx.y.tt) = ✗y'2- + e

FIND PARTIAL DERIVATIVES

5011 . fxcxiy , 7) = y't + ye×T
fycxiy,z) = Zxyzt ✗e×T

fzcxiy,z ) = XYZ .

ith PARTIAL DERIVATIVE [OF
FUNCTIONS] :

(a) = f×i(a)8×i
' "

let A- c- Rn and f. A-7112m , where f- ( f, , . . . .fm) .

For a c- A ,
we define the

" ith partial derivative
"

off

at a
,

denoted as 2¥.ca) or fq.cat , to be equal

to

fq.ca)=¥ical:=(3¥.ca) . . . .

.
Ca)) ERM .

provided it exists .

EXAMPLE 2: f: 1122-31123, f-(x,y):(2×3, 4x, e×Y),
FIND I & I

dx ty
5017 . fxcxiy) = ( 4xy, 4 , ye

" ) ; &

fylxiy) = ( 2×2, 0, ✗e
")

.



Module 6.2:
Differentiability
DIFFERENTIABLE [FUNCTIONS AT a_EA }
Let a c- AER? and let f : A -7112m.

Then
,
we say f- is

"

differentiable
" at AEA

if
① ae Int (A) ;

and

② There exists a
TELCR? IRM) such that

limfcath.IE#-Th
)

= 0
.

h→o

( recall LCIR? IRM) = IT:1Rn→1Rm / Tis linear} )

Note that by ①
,

f-Cath) is defined for small enough

h .

OPERATOR NORM [ON Mm×n(IR)] : 11A /top
"
let A- c- Mm×nCR) .

Then
,

the
"

operator norm

"

of A , denoted as

"

11AM
op

"

,

is defined to be equal to

11 Ally,
= sup Ill Axll

: ✗ c- Rn
,

11×11=1 }
.

11A✗ 11 f 11AM
op
11×11

"
Note that for any

AEMm×nCR) and ✗ER?

we have

11A✗ 11 f 11 Ally, 11×11 .

PIof . Clear if ✗=0 .

Otherwise
,

see that

11¥ , 11=1 .

⇒ " Allop 311A ,¥H
=

"

.

Proof follows - ☒

DIFFERENTIABILITY ⇒ CONTINUITY
- "
let a c- AER? and f : A -7112m .

Then
, if f is diff at a

,
then necessarily

f- is Is at a .

PW-of.fr is diff
⇒ 7. TEICIR? 1pm) -3

hi;gf"+Y¥Y=o
⇒ lniygflath.tn#a-Bh=ocwheeBeMmxnl1F17TCx1=Bx

)

⇒ we can find 8>07 if

0C /1h11 < 8 , then

yfcathY.fm?-Bh- 11<1
⇒ llfcath) - fca) - 13h11 < 11h11

⇒ llfcath) - f-(a) 11 - 1113411 < 11h11

⇒ llfcath) -fcalll < 1113411 + 11h11

f 111311g, 11h11
+ 11h11

As h-30 , 11131 /opllhll + 11h11 → 0
.

⇒ (by ST ) limfcath) = f-(a) -
h-70

letting ✗ -- ath ,

⇒ ¥yafC×) = f-(a) . ☒

DIFFERENTIABLE [FUNCTIONS ON OPEN VERN]
"
let UER

"
be open, and let f. U -7112m.
-

Then
,
we say f

is
"

differentiable
"

on U

if f is differentiable at every point in U .



Module 6.3:
Total Derivatives
TOTAL DERIVATIVE [OF f AT a]
"
let ae AER? and f: A → Rm.

Then
,
the

"

total derivative
"

of f- at a
,
denoted

as
"

Dfca)
"

,
is defined to be the matrix

Dfca) = ( (a ) ) c- Mmxn ( IR),

provided it exists .

a
' ' '

f- IS DIFFERENTIABLE ⇒ B =Df(a)
÷ let a c- AER? f. A -7112m .
I

suppose f- is differentiable at a
,

so that

there exists a BEMm×nCR) such that

Iim fca+h),,_n,Ya)-Bh- = o .

h-30

Then necessarily B= Dfca) .

P_wof - It suffices
to show that

Ifm

g. = 3¥. = ( 3¥ ,
- - -

, I;),
so let's do so-

Observe that as 1- c-R ,
1-→ 0 , hence tej→o,

where Ée, , . . . , en} is the std basis for R
?

Then
,

hi;fHa+Y,¥"=o <⇒ figgfca-tejl-f-Y-B-ejl.co
(⇒ figg, fla+t¥' = Be; & ¥gf"+t¥= - Be;

(⇒ ¥→mofla+tf"= Be;

<⇒ A- (a) = Bej = bj ,2×j
as needed . ☒

In particular , if f- is diff at a
,
then

① ¥
;
exists V-Kien ; and

② Lingo fca+h)-,,fnYYDf- = O .

GRADIENT [OF f: A-7112 AT a] : f- (a)
"
let a c- AIR

"

, and f. A -7112 .

Then
,
the

"

gradient
"

of f-

=

at a
,
denoted

as Tlfca) , is defined to be equal to

tfca) = Dfca) = ( 3¥.cat, . . .

, }¥(a)) .



Module 6.4:
Continuous Partials
VERN OPEN

, f- :O →Ri
¥ EXISTS FIEJEN2×j

AND IS CTS AT AEU ⇒ f IS DIFF AT a

let UEIR
"

be open , and let f. U→R= .

Suppose , for some aeu
, that ¥×j exists on U

and is cts at a for each lsjEn .

Then necessarily f is diff at a .

PWIF. let a-- Ca , , . . . , an
)
.

Since U is
open,

7- i >0 → Break U .

Then
, for any

h=Ch , , . . . .hn) -1-0 → ath c- Brca)
,

we have that

f-Cath) - f-(a) = fla ,
-1h , , .. - , anthn)

- flat , . . ; an )

= fla
, -1h , , .. . , anthn

) - f-Ca, , azthz , .. - , anthn)

+ flaiiazthz, . . . ,9n+hn) - fla, , 92,93+43 , .. . . anthn
)

1- . . .

+ fca , , . . - , an-, , anthn)
- f-(a , , . . -, an

)
.

By the single variable Mvt on Xi
, V-Kiej , -7g. bwajiajthj

7

fÉj-÷fjjFhjtn-.;n
'

= §÷(a , , . . - , aj - licj, ajtithjt, . .. . , anthn) .
Thus

f-(ath) - f-(a) = §=,hj}¥(a , , . . . ,aj -i. Cj , ajtihjt, . . .. . anthn).
Next, for KgEn , let

g. =
I
Jxj
( all " -iaj -1 , Cj , ajti

+ hjti , -. - , anthn ) ,

and 8 = ( S , , . . . . Snl , so
that

f- (ath ) - f- (a) - Ffa)
- h = hs.

Since each partial is cts at a
,
as h -70

,
each Sj -10 , and

so 8-70 in IR? Thus

oflimlfca-hl-ufqy-vfcal-hln-o-lim-hlc.is
the dot product)

h -70 11h11

E Ligo "Y¥,Y
'

Cby Cauchy - Schwartz)

= 0 .

Hence

limlfcathl-fqf.IT/fca)ihl-=o ,
h-70

and so

/ im f-(ath ) - fca) - Tlfca
) - h

= O
,

h-70

showing f- is diff at a . ☒

Note that the convex is not necessarily true !

eg
let f:/R'→ IR by

f(× ,y ) =
d '✗
'
+5) sin (N×¥y ) , Cxiy) -1-10,0

)

( 0 ,
a.g)

= (0,0)

we know f is diff at co,o) ( using the
Theorem ).

But

f-✗ (×,y
) = 2×sin( ) - ws(✓×J)v¥+J V-cxiylfco.io) .

See that ctn.co/ → ( 0,01 , but

fin
,
O ) = 2- sincn ) - coscn)

diverges , so f× is riot cts at co, 01 - #



Module 7.1-7.2:
Differentiation Rules

Dcgof>(a)
= Dgcfca) Dfca)

Dcftog) (a) = Df (a) + ✗ Dgca)
(( THE CHAIN

RULE >)
(( Sum & SCALAR MULTIPLICATION RULE ))

let AEIR? BERM
,

and let f : A -3112m . g
:B -3112k

,

where

'

: let f. g
: A -7112m be diff at a c- AER?

f.(A) C- B.

Suppose f- is diff at a c- A
& g

is diff at fca)eB.

Then necessarily for any
TER

, ftog is diff at

a and Then necessarily goof is diff at a
'

" d

D
,µog,

Cal = Dfca) +
✗ Dgca ) '

ipgofca )
= Dgcfca) )

- Dfla)-

w_hy? at
P=f-19 .

pref . let ✗ = Dgcfcall #(a) -
Then

,
let

limpca-hl-pcalu-nfpfcal-%ca.tt b-- feat,
E.( h) = fcath) - f-Ca)

- Dfcalh , &
h-70

g(b) = gcbtu) - gcb)
-

Dgcb)k ,

= limfcathl-YF-D.ca
'
+ ✗ Lifo"""?Éd" so that

Iim
Echlh→o

n→o
#

= 0 & I%%¥=0.
= 0 + No ) = 0

, consider h= f-Cath) -f-Ca) . By continuity of fat a
,

so in particular into ⇒ k→o
.

So

limcgofkathl-cgynffcal-Dg-fafahdp.cat= Dfca ) + tDgCa )
h→o

as needed - ☒
= ,imgcktb)-9gbµ,-Dg'b)☐f'

D n→o

(f.g)
(a) = g(a) Df (a) + f-(a) Dgca)

=
Iim Dgcb)Eg¥k

)
( as a- fcathl - flat )

h -70

CCDOT PRODUCT RULED
= t.info/gcb)Yn-Y, + 9¥ .

let f.g
: A → Rm be diff at a- AER?

Then
,
since

consider f. g : A → R defined BY
o , HDgYn!,Ech { lipgcbllop "%! → 0

,

(f.g) (× ) = fix) • gcx)
( dot pod"'t ) .

as h-10 it follows that-
Echl

Then necessarily fog is diff at a and tim
Dgcb) %,

=

on-70

Dfg (a) = gca)Df (a) + f- (a) Dgca) - Next , see that

Iim sad
woman

= ¥: 9¥, -1k¥ .

Pwtf . We need to prove
that

Lingo if•gka+Y-¥•9K = o
, However

11h11 = 11 Df(a) h tech) 11
f 11141411g, 11h11 + 4E Ch)

"
,

where ✗ = g. (a) Dfca ) + f- (a) Dgca) , so let's do so
.

from which it follows that 4,4¥ is bounded .

let

qch) = fcath ) - flat
- Df" )h By ST

,

&

↳
1%-1%-1=0.g. ( h ) = gcath

) - gca)
- Dg">

hi
him =

lim -

h-30
11h11

Since f and g
are diff at a

,
thus

and so the
"

entire
"

limit evaluates to 0
,

as needed . ☒

t.info?fn#--hiFo9fYT-- 0 . we can apply this in a specific context
, say

it :

Then
eg
'

let fcxiy , z) be real - valued & diff .

lim
'f•gKath)-¥;,gKa)- =

limcfogka-hl-cf.gscay-mgcaldfc-a-fg.ca
h→o h→0 Suppose ✗ Ct , ,tz1 , yltiitzl, 2- It, ,tz) are diff real- valued

= ( im gcalfcath
) - gcalfca) functions themselves

.

↳°
let pct, ,tz ) = (✗ Ct

, ,tz) , yet, ,tz1, 2- (Tietz)) . By asmt'

= Iim gca) • Echl -1 flat
. 8th ) this is diff .

h→o Moreover
,

timEÉgaf9f+
"

D-ff-pjyt.tp-D-Y-ttzDDpcti.to
) (chain rule ) .

+
h→o

So

Tlfct, ,tz) = Tfcx,y,z)
. Dplt, ,tz) ,

= 0 + limf-a.gg#a-h-fnqga-h-fa-hgag-h1 or in other words
""

↳¥
,
¥
,
> = (¥

,
¥
,
¥.l(°¥°¥

=
Iim ocÉfafath÷ff

" 0¥ 3¥ )
no ¥

,
¥
,

'

Equating components, it follows that
= limcgcal-gcathyjyfcal-fca-hD-i.no

By Cauchy- Schwartz, →
we - ""☐

the ""dean

3¥ = 3¥ .J÷
,

+ ¥y . }¥+¥- -3¥, , and
norm !

lcgcal-gcathlynff-ca-fcathlll-gllgcal-g.cat?Yj,,1lfca--fath
"

, ¥i¥i¥+
.

+ ¥ . :& -1¥. -¥
. .

and so

o e Iim "F9'"+4-,,¥gka)-✗#
h→o

s Iim llgca)-gca+h1Y,;,Yfca1-fca+h
h-70

=
Iim "9caY§Y .

"f"'¥Y .
11h11

n -70

=
Iim IÉ?ggIh

"
. "f"_f"+¥K+Df"'h

"

uh, ,

h-70

Iim llgca)-gcath,_nD,gca)h"+"Dg" .
HfCal-fcath)-,DfnY)hl1tHDfca) uh ,,

£
h→o

. hfca1-fcath)-,DfnY?h"+"DfhI . 11h11
Elim 1lgca)-gcath,_nD,gca1hH+HDgp1hI
h→o

=
him lot HDg÷¥p)(

0-1 "¥¥fop
) " h"

h-70

= 0
,

as needed . ☒



Module 7.3:
Mean Value Theorem

'

A naive approach to the MVT might look like this :

say if
UEIR

"
is open , and f. ✓ → IRM is diff .

If a ,bEU, then there exists a cella,b ) := icl-tla-tbi.te-o.it}

such that

fcb) - f-Ca) = Dfcclcb -a) .
' :

2

But this doesn't work !

eg consider f:R→Ñ ,
fcxl = Cwscxl

,
Sinan

.

See that f-101=1-(21-1) = (1,07 .

But

B-A) = (
- sink,

coscx )
) =/ ° HEIR .

.

'

.
- since)

0=1 21T ( wsu, ) THEIR -

Q : 1R→|Rn
,
Qlt)=( 1-tlattb IS DIFF

,
WITH

Dect/ = b-a
"
let a. be Rn , and let 4 :R→R^ be defined by

QCt1= ( 1-t )a + tb .

Then Y is diff with

Dyctl = b- a .

PW-of-limectthl-qgty-cb-alhn-o-lin.cl-t-h)a+ct+,Ynb,-tbb-ah
h-30

= lim-hath.ba?,cb-a1hh-o
= 0 . #

f:b -7112m IS DIFF,
Lca, b) EU

⇒

✗ C- IRM : Ice L(a.b) 7 ✗ • (fcb) - flat)= ✗• (Dfcc)Cb
-a))

(( THE MEAN VALUE THEOREM / MVT 7)

"
let UER

" be open ,
and let f. U -7112m be diff and

a.BEV
such that Lla

,
b) c- V.

Lca,b ) : =
" line

" connecting a & b.

Then necessarily for any
✗ERM

,

there exists a
ceL(a. b)

such that

✗ • ( fcb) - f-(a ))
= ✗ • ( Df (c) ( b- a) ) .

PnIf - Fix ✗ERM.
Consider Yctl :( 1-tlattb

.

Note QCEO.IT/--LCa,b)EU -

⇒ IS>o a PCO -8 , 1+8 )
EU .

r

- '

-
- -

-

I \

- (
b l

•

"

Fa we can extend Llacb)
•

, ,

-

'

'

fast.
"

ends ↳ a

little bit .

Then
, for 1- c- (-8,1+8) , consider

Defo 4) (t )
= DFCYC felt) ( chain rule )

⇒ Depoy, Lt)
= Dfcfct)/ (b-a) Cby the lemma above) .

Now
,
let F : (-8,1+8) → IR by Fct) = ✗ • (fox) (t ) .

By the dot product rule :

f-
'
( t) = × . Df ( celt

) ) Dylt) = ✗ . Dfcyct) )
( b- a) .

Then
, by the single vcr MVT :

7- to C- (0,1 ) 7 FCI ) - Fco) =
F' (to ) (1-0) .

⇒ ✗ • f- ( lect) )
- ✗ • fcyco)) =

F'(to ) (1-0) .

⇒ ✗ • f- (b)
- ✗ • f- (a) = ✗ • Dfclfcto)) ( b-

a) .

⇒ ✗ • ( fcb) - f-(a ) ) = × . Dfciecto)/ (
b- a) .

So
, if we let cecto)=c , we see this is exactly

what MVT is asking for, and we're done ! ☒



Module 7.4:
Tangent Hyperplanes

f. U -7112 , f IS DIFF AT aev ⇒HYPERPLANE
n-11

:
A

"

hyperplane
"

in R
"

is a set of the

g=q(×,z)e,R : z=f(×), ✗c-u} HAS A TANGENT HYPERPLANE

'

form
AT Ca, f-Ca)) WITH NORMAL n= (Ifla)

,

- 1)
P=&(× , , .. . ,✗n)ER^ : a ,x , -1

-. . + anxn
=D }

for some fixed a
, ,
. . . ,9nE1R (not all Zero ) and DER

- . : let us ,Rn be open ,
and let AEU and f :V→R .

We note that suppose f- is diff at a .

① n=2 hyperplanes =

" lines
"

i &
Then the surface

② n=3 hyperplanes =

"

planes
"

. g=o:( . . - × . . . ,z) c- 112^+1 : 2- c- fix) , ✗ c- U }

NORMAL [VECTOR OF A HYPERPLANE ] has a tangent hyperplane at Caifca)) with normal

- :

let p= c:( × , , . . .,xn) : a. ✗it
. . - + an✗n=d } be a hyperplane n= ( qf(a) , - , ) .

I p-wof.ee/-cxu,fCxu11ESlicla.fcaD} be a sequence such that Cxuifcxu))→(a ,f(a)).
in IR?

we call n= Ca
, ,
.. . ,
an ) the

"

normal
"

vector of P .
So ✗u→a . We need to prove

ng,
n .

(×kifl×u))-(a,fC = o
,Why is the normal vector important geometrically ? yim

lllxu, flxu)) - Ca, f-(a) ) II

let be Cb, , . . - , bn
) c- P

,
so that

so let's do so . Since f is diff at a we have that

D= a ,b, + .. .
+ anbn .

⇒ ✗ = (× , , . . . ,✗n)eP <⇒ D= a. ✗ it "
- +9min Iim fcath)-f¥,,-Tf"# = 0

.

h→o
<=) 0 = d - d

let Echl = f- (ath) - f-(a) - tfcalh ,
so that this implies

that

= a,C✗ ,-b, ) + . . . + anlxn
-bn )

Iim= n . ( x - b) .
n→ ,

¥n¥=0.
Idot product . Moreover

,
see that

i
- P =É

,
✗ c- IR

"
: n • (✗ -b) = 0 } ;

www.fcxu,, - (a ,f(
a)1112=11 ( xu- a , flxul - f-(a)

111^3 11th-alt -

ie ✗ c- P (⇒ n is orthogonal /perpendicular to ✗ -b .

Since ✗a-a → o ,
thus

a- limn .

" I a- can.
- in

n→n

v23
= "m¥%÷;÷;¥÷:¥u→n

u.io#Y-:.-aY--ak1TANGENT [HYPERPLANES] slim

: let AEIR
"

and AEA
,

and let P be a

= Iim
u→ . ::÷

hyperplane with a EP
,

with normal n .

Then , we say
P is

"

tangent
"

to A at a = o
,

and the result follows .
if

n . %u÷u→° eg
'

find the tangent plane to
the surface 7=2×2+5 at (1,1/3) .

for any sequences
Can> c- Aka}

with "→ " '
soli . Consider f. 1122-7112 by

fcxiy)
= 2×2-1 y

?

Why is this a good definition
?

Note that f×,fy exist & are its on IR?

Recall that a,b c- R
"

one
ortho <⇒ " b=° .

.
: f is diff on 1122 .

Then Then

no %÷, → 0

Tfcx.gl = ( 4✗ , 2g ) .

says that unitvectors.in the direction of an -a
" Pfa , , ) = ( 4,2 ) .

becomes closer and closer to being ortho to n as k→d
.

: - n= ( 4,21-11 .

y
: . eqI of P is

⇒ eq
? of P is

Yx -12g
- 2- =3 .

more orthogonal to the P : 4×+2]
- 2- =D ,

" """ ""

wneea.mn.> → = .

surface .



Module 8.1-8.2:
Higher Order Total Derivatives
kth ORDER TOTAL DERIVATIVE : Dkfca)

-

let UER
" be open ,

and let f. U -7112.

Assume all partials of order EK exist at aeu.

Then
,
the

" wth order total derivative
"

of f- at a
,

denoted by
" phfca)

"

,
is defined by

Dkfca) : 112^-7112 by
n

Dkfca)( hi , . . ..hn) = I . . - É
(a) hi

,

- - - hiu .
4=1 iu= ,

d✗i
,
" - dxiu

eg ( f:iR→lR )

Ñfca)Ch , , hz) = f-
✗✗
(a) hid + fxy (a) hihz

+fy×(a) hzh , tfyycah} .

f- c- CPCU)
,
Llx

,a) EV ⇒ 7-CELLX, a) 7

f-(X) = f-(a) + Dkf(a)(x-a) + p÷DPf(c) (x-a)
1<=1

CCTAYCOR'S THEOREM >>

"
let perv , UEIR

"

be
open , and FECPCU) .

Suppose ×,aeU are such that Lcx , a) EU .

Then
,
there necessarily exists a CELCX,a) such

that
p - I

f-4) = f-(a) + ¥ Dkf (a) (x -a) + p÷DPflc)(✗ -a) .

Puff . let h= ✗ - a=Ch , , . . ..hn) . As LCX
,
a) c- U & U is open ,

7- 8>0 -3 atthe U V-teI:= (-8,1+8) .

Then
, by the chain rule

,
the fn g : I -3112 by

get ) = fcatth) is diff any
gilt) = Dfcatth)h = ¥

,
}÷(attn)hi .

We can also show by induction that for IEJEP,
n n

9'%tl=¥
,

' - -

i,¥z×i,?j(atth> hi, - - - hij .
In particular, for lejcp-1 we have

g
' i'
co) = ☐Jfca)h

and

g4"(t ) = Dtfcatthlh .

Hence
g
: I-3112 is p

-times differentiable and so by the ID

version of Taylor's Theorem
,

p - I

get ) - gco) = I g
'"co) + p÷g""ct)

k=l

for some octet
.
Thus

p- I

flx) - f-Ca) = f- (ath) - f-(a) =¥
,

Dkflakh) + ☐Pfcatthllh)
,

as needed . ☒



Module 8.3:
Optimization

2nd DERIVATIVE TESTLOCAL MAXIMUM/ MINIMUM (EXTREMA)
! let UER

"
be open, let f :(Yu )

,
and let aev .

let UEIR
"

be open, and let f. U -7112 and AEU .

•

Suppose Tlfca)=O .

Then :
Then

, we say f-(a) is a
"

local maximum
"

of f-

if there exists a r>o such that fix)EfCa ) ✗c- Brca) . ① If for all hto
,

D2fCa)Ch) > 0 ⇒ f-(a) is a local min;

! ② If for all h -1-0 , DZfCa)Ch) co ⇒ f-(a) is a local max;
z
Note that

"

local minimum
"

is defined similarly, but

with fcx) } f-(a) ✗ c-Brca ) instead .
③ If 7- h,kER^ such that D2fca)Ch1 > 0 & ÑfCaKkl< 0

's ⇒ a is a saddle point
.

3
We

say fca) is a

"

local extrema
' '

if it is

Ioof ¥#1: let UEIR
" be open

& let FECZCU). If aeu → D2fCa)Ch) > 0 70th c- IR
"

,

a local minimum ur maximum .

then Im>o → ☐Zfcalcx) > MIHIR THEIR?

f-(a) IS A LOCAL EXTREMA ⇒ f-(a) =D pw=f. consider the compact set K=É×e1R^: 11×11=1 } .

As f- c- CTU ), this D-4cal is cts and +ve on K
.

"

let f- :U→lR be diff , and let aev so that flat is

By EVT
,
Im > 0 7 m=min&DZfcaKx) : ✗ c- K} .

a local extrema .

For 0=1 ✗ c- IR? we see ¥,
c- K and so

Then necessarily Ifla) = 0 .

D-f-(a) ( ÷,
) = ¥213461413M,

PIof - Say a -_ Ca, , . . . . ant .
and the proof follows . #

Then

g. (f)
= Fca , , . . - , ai -i.

t
'
" it" " - ' am

c⇒#z: let us /Rn be open and let FECZCU) . Suppose •←U

has a
local extrema at t=ai ; ie 9 :(ai )=° '

z qf(a) =o . at r >o a Brca> c- V ' Then 7- a fn

E : Brco) → R 7 Liff Ech )=O & fcath) - f-(a) = 'zD2fCa)lh) -1
11h11
"

Ech)

ie }÷=o .

fur sufficiently small 11h11 .

i. Jfca)= ( 3¥
, ,
. . . .
}¥ ) = 0 . ☒

P=wf. Consider

SADDLE POINT e.ch, :=f"+h)-¥?pÑf"h
)

for 0-thc-R.co) & eco) :=0 .

Consider we just need to
prove nlijmoech)=0 .

fly,y)= F-y
?

Since Trfca ) :O
, by Taylor 's Theorem it f-"is that

so

☐flxiy )
= (2×129) , f-(ath ) - fca) = 2- Dhf(c) h for some cellar-1h ).

and so
Then

☐ fco , 0 ) = (0,07. of tech) / 11h11
"

= 11-2134-6)(h) - §ÑfCa)h /But the point isn't a local
-

extrema! c- EFFI }×¥g.cc) -¥¥.cat/Ihihjl
:

z
In fact, we say f- (a) is a

"

saddle point
"

c- É?-3.12¥,'d -¥¥.cat/ 11h11?
if Jf(a) = o bit f- (a) is It a local

which → o as ↳ a as h→o & f- c- CTU) (so
dxix;

is cts ) .

extrema . Proof follows . ☒

we can now prove the main result -

let r>0 such that B. (a) c- v. By lemma #

2.IE:1?rloi-lR-3limqcn)=0h-o
&

f- Cath) - f-(a) = ÉÑf(a) ( h)
-111h /Pech)

for sufficiently small h .

① Then
, suppose

Ñfca)Ch) > 0 V-0-thc.IR? let m > o 2

f-(a) Cx) 3 MIIXIP XEIRN
,

which we can do by lemma # 1 .

Then

fcath ) - fla )
= £ÑfCa)Ch ) + llhliech) 3 ( 1- tech)) 114112 > 0

as needed .

② If DZfCa)Ch1 < 0 to -1-4 c- 1127 the result follows by

replacing f with -f in ① .

③ let help? For small 1- c- R
,

fcatth) - f-(a) = £D2fCa)Cth) + 11th /Feith) ( by lemma #2)

= tYÉD2fCa)Ch) + 11h11
-

Ecth)) .

letting 1-→ 0
, we see { ( th)→ o and so fcatth) - f-(a) takes on the

same sign as Dthfcallhl
, which can be both +we & - ve -

Thuy a is a saddle point , as needed . ☒



Uch , b) = ah't Zbhktck? a. b.CER , D=b2_ac ;

Dco ⇒ sign(a) = sign 1414,6
)) ; D>0=7 Uch,h) TAKES

1-VER -VE VALUES
÷
let a,b,ceR

,

with 4ch.ie/--ah2+2bhk-ck~andD--b2-ac .

Then
,

① If DCO
,
then a and 414,41 share the same

sign ;
② If D >0

,
then techies can take positive & negative

values .
2

f-c- ECU)
,
Tlfca,b)=O

,
D= _f×yCa,b) - f-✗✗(a.b) fyyca, b) i

☐<0
, f××(a,b) >u ⇒ Fca,b) IS A LOCAL MIN ; DCO,

f-✗✗ (a. b) < 0 ⇒ f-(a. b) IS A LOCAL MAX; D >0 ⇒

(a.b) IS A SADDLE POINT

"
let UEIR

'
be open, with f- c- CZCU) and let Tfca, b) =o .

let D :=f×y(a. b)
2- f-✗✗ (a. b) fyylab) ( this is called the

"

discriminant
"

)
.

Then
,

① If DCO & f✗×Ca,b) > 0, then f-(a. b) is a local minimum ;

② If Dco & f-✗✗ ( a. b) < 0, then f-(a. b) is a local maximum; and

③ If D > 0
, then (a. b) is a saddle point .

Pzof Follows from the above lemma by setting a=f××Ca,b) ,

b=f×yCa,b) & c=fyyCa,b) , so that

414,6) = 134cal Child . ☒

Ex : fix,y)= ✗
" + y
"
- 4xy -12

I. Classify all local extrema and/or saddle points
of
fcxiy) = ✗

" + y
"
- 4xy -12 .

5011 . See that

tflxcy ) = CY✗3 -4g, 4yd-4×3
✗3-y=0

y=×
,
<⇒ ✗ =x9c⇒×=Oiy=0-

:

tflxcy)=o <⇒ iy, - ✗ = , <⇒
=]

or ✗=L
, y=l

or ✗= -1
, y=-1 .Then

,

f××(✗ iy)
= 12×2

, fyglxiy)= 12g? fyxcx.yt-fxylx.gl = -4 .

① For ) : D= 16 - oco) > o ⇒ saddle point .

② For c¥) : D= 16 - 12112) ( 0 , and f××( 1,17=1270

⇒ fc , , / 3=0 is a
local min

③ for (¥) : D= 16 - 12cm) < 0 ,
and f-

✗✗
(-1-1)=12 >0

⇒ f- C-1 , -11=0 is a local min .

EX : ABS MAX/MIN OF f-ix.g) = 2×3+94
"
Note that the

"

absolute max
"

and

"

absolute min
"

is

defined by max fck) & min fck) respectively , which

exist by EVT.

§. let K=B, .
Find the absolute Max & min of

f : K -7112 by fix.y) =
2×3-1 y

"
.

5017 . Crit pts of f :B,(0,01-7112 :

☐ flay) = ( Gx? 4g
} ) = ( 0,0)

( ⇒ (✗g) = (0,01.

Note that fco , 07=0 .

Then
,

ZCK) = icxiy) : ✗2+5=1 } .

For Cxcy) c- JCK ) , we see that

fcx
,y
) = 2×3-1 (1- ✗25

= ✗4+2×3 -2×2+1 . ( : = gcx) ) .

consider
gcxl on [ -1,1 ] .

⇒ g. Cx ) = 4×3+6×2- 4x

= 2✗(2×2+3×-2)

= 2×(2×-1) ( ✗ 1- 2)

i. g'(✗ 1=0 ( =) ✗ =o
,
✗=L , '

Then

gco) = 1
, gctz ) = ¥

,

gc 9 .

* *
-

'

- abs max : f- (1,0) = 2 ; &

uhs min : FC -1.0) = -2 . ☒



Module 9.1:
Inverse Function Theorem

f:v→Ñ IS CTS & I-1
,
ALL 1St ORDER PARTIALS

JACOBIAN [Off AT a] : Jfca)=detCDf(a))
:
at vern

,

f :u→Ñ' & let ☐ c- U .

EXIST ON U, Jf-1-0 ON U ⇒ f-' IS CTS ON

Then
,
the

" Jacobian
"

off at a , denoted by

f-CU)"

Jfca)
"

,
is equal to

Jfca) :=det( Dfca)) .
's
at us ,Rn be open

& non -empty .

BrTa)EU ; f:Br(aT → lR^ IS CTS & I-Ii 1ST
Then , if f. ✓ → Rn is cts

,
I -1

,
has all first-order

ORDER PARTIALS OF f EXIST
ON Br") "

partials existing on U & Jf -1-0 on V
,

then necessarily f-
'
is cts on fcu ) .

Jf -1-0 ⇒ 7-E>o a Bgcfca)) EfcBrca
))

PIOF. To show f-
'

ifcu)→R
"

is cts it suffices
to show

"
let UER

"

be open ,
and let aeu so there exists a

few) is open if WEUER
"

is open
.

or >0 such that BrTa) EU .

Cet f :U → be cts and I -1 when restricted to

we,,
,
let W be such a set

,
and take befcw )

BIA) , and assume its first order partials exist °"

→ b=f(a) for some
aew .

As W is open ,
7- r>0 7 Bta) c- W . By the prov

Brca) .

suppose Jf
-1-0 on Brca) - lemma

,
7- E >0 →

Then there exists a E > 0 such that BE( f-(a))£fcBr"
))

. Beeb)£f( Brca
))
.

⇒ Be (b) C- few) , so flw ) is open . ☒

PIOF . Consider gi.BR#-iRbygcx)=llfCx)-fca)ll.fc-c'CU,iRn),Jf(a) 1=0 ⇒ Ii>0 7 Brca)EU, f IS 1-1

As f is cts & injective on Brat
,

thus g
is cts

,
& note

ON Brca) , Jf#
0 ON Brca) & det( Cc;)) to

gcx) >
0 V-×-+a .

Thus
, by EVT

. Fc , , . . .,CnE Brca
)

m = infigcx) :
11×-41=1' } > ° '

's
at us ,Rr be open,

and let fc-dcu.IR" ) .

Take E=F .
We claim Becfca))EfCBrGY

.

Suppose
AEU such that Jfca) -40 .

Indeed
,

let ye Becfca
)) . By EVT, there exists a bEBrTa) such that

Then there exists a r>0 such that

llfcb) - yll = infillfcx
) - yll : ✗c-Brta) } .

① Brca) c- U;

suppose
1lb - all __r . Then

② f is injective on Brca) :

E > llfca) -y
" ③ Jf -1-0 on Brca)i &

> llfcb) - y " ④ detc 3¥.cc ;)) to V-cii.i.cn c- Brca) -

3 llfcb) - f-(a)
11 - llfca) -yn

= gcb)
- lift' -9

" P-wf.at W=u^
.
consider h :W→R by

zm - E hcx, . . . . .xm=det(( (✗i ))i;) .
= ZE - E

As fec'CU , /Rn ), and a determinant is a polynomial= E ,

a contr . Thus ↳ c- Brca) ' of its entries
,
we must have that h is cts .

Note hca , . . . ,
a) = Jfca) -1-0 .

If we show y=fCb)
we're done .

consider the cts fr
h :BÑ> →R by ""

= """]" . So 7-
open

internal hca
, . . . ,
a) c- IER

→ 01=1
.

Then h-
' CI) is open ( as w is open

) and so -712>0

By construction , hcb) is the min value of h .

moreover
,

h2Cb) is the min ✓""e of h?
7 Bpfa, . -→ a) Eh

-
'

CI) .

As be Brca ) , which is open .
we have ☐ b) =°

. But then 7- r >0 →

Boca) × . . .
✗ Brca) E Brca , ..- , a) Eh

-'
CI) .

However ,

h~(×)=FÉ(ficx) - Yi )? Thus Jf -40 on Brca) &

and 50
n

g.
= ⇐ zcficb) - yi) (b) 1<-5 " - det( ( Cci)) ) -1-0 V9 .

.- -int Brca) .
O =

2h
?

Thus Dfcb, ✗ =o, where ✗= (Zefilbl-y, ) , . . . .
"fnlb)- Yn))? So

, we just need to show f is 1-1 on Brca) .

since zfcb, +0 , thus Dfcb) is invertible , and so ✗ =° .

Suppose 7- xty c- Brca) 2 fix)= fcyl.

As f is diff on Brad , every fi is diff on Brca) .

Hence fcb)=y. as needed . ☒

Fix I Eisn . By the MVT
, Iciflcxiyt

0=fiCx) - ficy) = Dficcikx
-

y ) .

letting A=(¥je;)),
we see Acx- y)=0

.

As ✗ -9=10 , A is not inventive and so det Cis) ;) -0,
a cont: . ☒

A- C-Mn×n( IR) IS INVERTIBLE ⇒ A×=b HAS A UNIQUE

detcaci) ,
SOLI ✗= (✗ , , . . - , ✗n)T BY Xi =- ,

Ali) :=
detca)

A WITH ith column =b CCCRAMER'S RULED
- "

let AEMn×nCR) be invertible
,

and consider a system
of equations Ax=b .

Then this system has a unique solution ✗= 1×1 , . . -,xnFEiRn

by
xi-d.ae#-ni!

where Ali ' := the matrix obtained by replacing
its ith column

with b-



EX : fcxiy) :(✗+y , sin ✗ + cosy)f-c- C'CU , RT), Jfca) -1-0
⇒ 7- open

AEWEU -3

"
let f :/R2-71122 by f-( ✗g) = City, since

) + wsly ) ) .

f IS 1-1 ON W
,
f-
'

c- C'(f-(W), IR
")
,
&

Note

☐f-
' (y)

= [Dfcx)]
"

Yy C- f-(W),
✗ = f-"T

)
fxcx.gl = Cliwscx )) ; &

fycx,y ) = Cl
,

- sinly ))
,

⇐THE INVERSE FUNCTION
THEOREM >>

so f- c- C' ( IR? R2) .
- :

let UEIR
" be open ,

with fc-dcu.IR
"
)
-

prove f-
'
exists & is diff on some open

set

at aev such that Jfca) # ° . containing C. 0,1 )
,
and compute Dcf"/ ( 0 > 1) .

Then there exists an open
AEWEU such

5011 . Note

that
f( ×,y

) : co, ,) ( =) City, sin ✗ + cosy
) = (0/1)

① f- is injective on
W ;

C ⇒
y=

-✗
,
sincxltwsc-✗1=1

② f-
'
c- C' (fcw) , 112

" ) : &
c⇒y= -✗ ,

since ) + wscx) =/

③ For any YEFCW), < =) ix.g) = (
2h17

,
-2kt)

.
he 2 - case ①

Dcf- 1)(g) = [ Dfcx
) ]
"

or

" (×,y
) = (¥+2k-11 , - Iz - 2kt) , KEI - case② .

where ✗ = f-
'(y ) -

case ① : a = ( 2h17
,
-2h51

,
KEI .

PnIf . ⇒ Jfk) -- / If / = -11=0.

① By the
most recent lemma ((3?

7- r >07 W:=BrCaIEv 7 f is

and so by the Inv Fn Thm I open a c- WEIRZ -3 f is l - l on W

injective
on W

, Jf-to on
W ,

&

& f-
'
c- C' ( f-(WI

,
1122) .

deff Cc ;)) to Heli-- -Knew .

Note co, 1) c- fcw) .

ij
By the previous

lemma ( L2)
,
f
" is cts ° " f """

⇒ Dcf
-1) ( o, 1) = [ Dfca

)]
-1

② we claim f-
'
c- c' Cfcwl , 1127 . Fix Yoeflw)

& " "J" '

= ( ; ;)
-1

choose otter sufficiently
small so that yottejefcw

)
.

= ( 0
'

i - i
)
.

we may
+hen find ✗0.x, = Xilt)EW

→ f-(✗01=90 & "✗ '1=90++9" case ② :
a =L + zag -Iz - zag )

By MVT , V-kien7-ci-c.it/ELCxo.x,)
7

⇒ zgcal = 1 ; :/ = 1=10 -

Jficci)Cx , - Xo)
= ficx,) - ficxo)

= it . i=j
0 , otherwise - so , I open

aeweip
-

→ f-
'

EC
'
(fcw) , 1122)

with

Thus
Def

-1) ( 0,1 ) = Dfca)
"

☐ficci> (¥10) = E- Cficx,) - filxo') = If ' i=I = ( j ;)
"

i otherwise .

Now let AEMn×nCR) with ith now = Ffic;) .
=L; -it .

By assumption . detCAj1=o, and moreover , Ajc"¥)=ej.

* Note that the way
we restrict f to make it

for / Eken
,
we see that

injective depends on our choice for f-
'

ly ) .

fÉtejf'= %u-u
)

where by Crane's Rule
, Qual := u is a gwlient

of determinants
of matrices whose entries are either ° ' '

or a 1st order partial evaluated at a one .

Since t→0
,

thus yo-itej-yo.BY continuity of f-', hence

✗
, -7×0 , and so Ci -7×0 .

As f is c
'

,
thus Quit / → Qu , where Qu is a quotient

of determinants of matrices whose entries are either 0,1

or a first-order partial of f evaluated at a ✗o=f-
'

Cyo ) -

As f-c- c
'

& f-
'
is cts at yo , thus du is cts at each yoeflw

)
-

Moreover ,

limcf-Yyyo.lt#fTo=lim-i.u-Xo.ut-oc-→ot
= Ok .

Hence air the partial dirties f f
"

exist and meets

at yo , ie f-
'

c- C' Cfcwl , 112^1 .

③ Therefore , by the chain rule
, for yeflwl, we have

I = DICY)
= Dcfof

-1) (g) = ☐ f-( f-
'

CYDDCF
-1) (g) .

The result follows . ☒



Module 9.2:
Implicit Function Theorem
UEIR'n+P ; f=Cf, ... .,fn

) C- C'CU, R
"

) ; ✗
☐
C- Ñ

,
toERP →

eg
'
: Xyz + sinlxty

-12-1=0

fcxo.to)=0i det -13¥. cxo.to)]n×n -40 ⇒ 7- open to
EVER

" &
: consider

fcx.y.tt) = Xyz + sincxty -12-7 ,

A UNIQUE geclcv, /Rn) 7 gcto)= Xo & f(941't)
=° +EV

so fecy,R3 ) .

Note f-Co , 0,07=0 -

CC IMPLICIT FUNCTION THEOREM>7
NOW ,

fzcxiy , z ) = xy
-1 coscxtytz )

"
let UEIÑ" be open , and let f=Cf, , . . ..fm) c- C'CU ,iRn ) .

let ✗OEIR? to C- IRP be such that f(✗Otto)=°' ⇒ fzco , 0,07=1
=\ 0 .

1=0 . Hence

suppose det( cxo.to))n± det [ 17=1--10 .

Then there exists an open to EVER
"
and a unique gc-CKV.IR)

go, by the Implicit
function Theorem

,

there exists

such that
a

open
we ,p2 with co,o7EV and gl× 'T)

in C
"" )

① gcto )
: Xo : &

such that gco ,
01=0 and

② fcgctl , c- 7=0V-tc-V.fcx.y.ge/.y))=0V-Cx.y1EV.Pw-of. For every cx.tl
EU ,

let

iez-gcx.gl on
V.

F( × , -1 ) : = (fcx.tl, t ) =(fi(
✗ it) , . . . . fnlx.tl, t , , . . . ,tp ).

2
Note FCxo.tol-co.to"

eg : u
,
✓ : IR

"
→ IR

Then
,
F is a fn from U to 112^+1

'

with

DF = (
(¥j)nxn B - i

prove there exist a ,v:R
"
-7112 and C2

,
-1
, -1,2) c- UEIR

"

Opxn Ipxp)
open

such that

where B is a matrix whose entries one first order

① u
,
✓ C- C' CU ) ;

partials of the fi 's wrt the tj's .
② ugz , , , - , ,

- 2) = 4 & v( 2,1 , -1 , -2)
=3 : and

Taking the determinant of DF evaluated at ( Xo .to >

③ For all Cxiy,z,w)EU,
we have

yields that
Cu?= lucky,w,tÑ )

uh + v2 + W' = 29 ; &

JFCxo.to) = det( (xo.to#,n-detInxpt- 0 ,
¥+¥+¥=i7 .

so by the Inv Fn Than there exists an open
set

( Xo , to ) c- EVE U 7 F is inj on W & F-
'

c- C'( FCW ) ,
iR^+P ) . Sol ? . Cet f :(Rt →R2 by

f-( v. v. x.y.z.no )
= (Itv2-1W

'

-29
, ¥z+¥z+w¥- 17)let 6--1=-1 = ( Gc . . . . ,Gn,Gn+, . . . ., an -11,7 . Consider 4 :FCw7→lR^

→
by

we want to replace v.v & firs of × .y,z,w,
4=16, , . . . . Gn ) . keep UN & replace x.y.tw .

By construction
,

> n=2
, p=4 .

See that

QCFCX.tl) = ✗ V-cx.tl c- W .

f- ( 4. 3,2 , -1 , -1,2 ) =D .
& To¥

f- ( ya, , e) , f)
= ( ✗ it) b- (✗it)EF(W )- and

consider ✓ =iteiR
"
:( o.tl c- Ftw )} & 9

:V→Ñ by 91+7=410.tl . get ( ¥1 2¥
¥ua¥)= /

"

ay
As a is c

'

,
it follows f is also c ! so gec

"( V. 112^7
.

¥, 2g,

also note ✓ is open
since FCW) is open

- = ltuvyz- ÷) .
This is non - zero at

finally , see that
(4,3 , 2 , -1 , -1,21 -

g(to
) = yco.to) = QCFlxo.to ))= ✗° ' so by the iwplfn -1hm

,

I
open ( 2,1, -1, -2) EU &

and for cx.tl c- Ftw), gedcu, 1127 7 god , / , -1, -21=(4/3) &

V-lxcy.tt ,w)EU , fcgcxiy, Ziw ) , X ,y,z,w)=O .

fcclcx.tl.tl = ✗ .

In particular , Take ucxiy , 't ,w) = g. ( ✗i. t.no )

0 = fcpco.tl, t ) = fcgctl . C- 1=0 lttcw .

& vcx.y.tw)
= gsncxry ,-2 ,w ) .

Uniqueness follows from infectivity of F. ☒
Since GEC

'(U)
, thus avec '(U ) .

See that

U( 2,1 , -1 , -2) = 4

& vcz
,
I
,
-1
,
- 2) =3 ,

and see that

fcgcx.y.zcwl.x.y.z.no ) =0

⇒ fCu¥y,
✗ iyitiw)=0

⇒ i+vz+Ñ= 29 & ¥-1 + w¥=l7.



Module 9.3:
Lagrange Multipliers
LOCAL MAXIMUM /MINIMUM [SUBJECT TO

THE CONSTRAINTS gi :U→R]
let VERN be open , with f:u→R .

let aeu .

Then
,
we say f-(a) is a

"

local maximum
"

of f

subject to the constraints

gi : u → R ,

leiem

if gica)=o for each i and there exists a r > 0

such that whenever ✗ c- Brca) and gicx) -- 0
Vi
,

then fcx) Efca) .

2
Similarly , we say f-(a) is a

"

local minimum
"

of f
:

subject to the constraints

gi : u → R ,

leiem

if gica)=o for each i and there exists a r > 0

such that whenever ✗ c- Brca) and gicx) -- 0
Vi
,

then fcx) > f-(a) . 29i
f. g. . ...,gnE C'(v), det(

- (a)) f- 0
,
f-(a) IS A

dxj mxm

LOCAL EXTREMUM SUBJECT TO THE CONSTRAINTS 9 i
m

⇒ 7- R
, , . .

.,RmE1R 2 Jfca) + ERi-vg.ca) = 0

i=i
' "

-

let UER
"

be open , and let men .

let f. g , , .. .,gm C- C' CU ) .

Suppose aeu such that

we only use

det (d) i ✗ i. . . . ,×m .

E.
' a'1m¥

and let f-(a) be a local extremism of f-

subject to the constraints gi .

Then there exists R
, , .

. . ,RmE1R such that

m

Tlfca) + ¥,RiJg:(a)
= 0 .

idea . m=2, n=3 .

We want to
show

7- Ryu EIR

→ a}÷;ca) + µ }÷
;

(a) = -1¥.ca) V-j-1.li} .

at A- (3¥.ca ' }÷ia)dgz
☒
G) Y÷ca)

)
.

So Iet Ato .

In patiala .
can)A=(j¥ca) j¥caD

has a unique so /1 CRNI .

we need to show

2g , 292
RICA) -1 ⇐ (a) = - (a) . - c* ,

we then
"

use
"

the Impi fu Thm to replace
×
} w/

hcxiixzl , and prove (☒ ) with what we know

about ✗ i. ✗z.tt

eg
'
: fix,y,z) =

✗+24
"
Maximize & minimize fcx.y.tt)=x+2y subject to the

constraints

① xty-17=1 ; &

② y
' -12-2=4 .

5011 . Geometrically , such a
maxlnin must exist ( intersection is

compact , so follows from
EVT)

.

let

fcxiy ,z)
= ✗ -124

gcxiy.tt )
= ✗+ y -17

- I

hcxiy , z )
= y
' -12-2-4 .

Note

/ f dy / = 2g -1-0 fr y -1-0 .

Then
, if gcx,0,7)

: hcx.az )=0, then

7=2 , ✗ = -1 or -2=-2
,

✗ =3.

So

FC -1,0 ,z ) = - I & fc3,0, -2) =3 .

Otherwise , such a maximin is of the form

If = RJgtµJh
⇒ ( 1,2 , o )

= ICI , 1,1) tyco,24,27
) .

- .
"

⇒ y=
-1-52 , 2- = -+rz , ✗ =L .

Then

fcl ,Ñ2, -52
) = 1+252 ( max )

&

fcl , -52,
Nz) -- l

-252 ( min) .



Module 10.1-2:
Riemann Integration
fabfcx)d×:= infiu-f.pl} ; Ñf(✗)d×:=sup&UfiP)} PE Q ⇒ Ucf,p ) E U(f. Q)

,
Lcf, P) ? Lcf,Q)

- :
let PEQ on R

,
and let f be bounded .

let P be a partition , and let f:[a.b) → IR be bounded .

Then necessarily
Recall that

n ① Ucf ,p ) f U( f.Q) :
and

Ulf ,P) = ¥
,
Miki - ✗ i - i) . mi-supi.fm/7:xc--xi-,.xi7} ; &

② Lcf, P ) ? Lcf , Q) .

P
Lcf,p) = ¥4m:( Xi - Xi- 1) , mi = infiflx) :

✗ c- [✗ii. ✗i]} - why? •

'

Then
,
denote

" 17 - ¥÷:b-
=

Ja fcx)d× := info: Ucf,P ) : P is a partition } ; &

b mu CR) = Mv( R, ) -1 - . . + Mv(Ry)

fcxldx := sup Elif,P) :P is a partition } . 7 M
,
VCR

,
) + .- - + MYVCRY)

Recall that f is integrable iff MVCR) Em,vcR,) -1 - .- + myvcry) .

Argument can be generalized. ☒

Jab fix)dx = fix)d✗
,

LOWER/UPPER INTEGRAL [OF f ON R]
and in this case we set

"

let f :R→R be bd
,

where R is a rectangle .

efabfcxldx = Jab fix)dx = fix)d✗ .
Then

,
the

"

lower integral
"

of f. denoted by Irf , is

defined to be

RECTANGLE
I,zf = sup & Lcf ,P ) : P }

- "
A
"

rectangle
"

in IR
"

is a set of

the form and the
"

upper integral
"

of f , denoted by If , is

R= [ a , ,b , ] ✗ . . .
✗ Eanibn] - defined to be

-

PARTITION [OF A RECTANGLE] Yzf = infiucfp) :P }
.

"
let R be a rectangle , say RIEMANN INTEGRABLE [OVER R]
R= [a , , b , ] ✗ . . .

✗ [an ,bn] . "
let f : R-7112 be bd

.

Then
,
a

"

partition
"

of R is a grid of
Then

,
we say f is

"

( Riemann) integrable
"

over R

rectangles on R obtained by partitioning
if -

each Eai , bi] .

R Yzf i. = Yzf + JRF .-12 -

SOME FUNCTIONS ARE NOT INTEGRABLE
⇒

Rz Rs ¥i
partition .

" ^
consider

this is a partition ! 1
,

✗ c- Q

VOLUME [OF A RECTANGLE] flay> = Yo
,

✗ ¢①,

Then
- "

Cet RER
"

be a rectangle , say
YP , Ucf,P) = I

R= [a, ,b, ] ✗ . . .
✗ [ anibn] .

& fp, Lcf, P)
= 0

Then , the
"

volume
"

of R is
so -

v(R) = Cb, - a ,) . - .
( bn- an) . Jyzf = 0=1 I =fzf -

UPPER/ LOWER SUM [OF f RELATIVE TO P] :

Ulf,P) & Lcf,P)

let REIR
"

be a rectangle , and let f :R→lR
be

bounded .

let P=ÉR, , . . . . Rn }
be a partition of R .

Then
,
the

"

upper sum

"

of f relative to P
,

denoted by

Ucf,P) , is defined by

Ulf,P ) = ¥ ,̂Mi~( Ri) ,
where Mi __ supifcx) : ✗ c- Ri } .

"

2 Similarly , the
"

lower sum
"

of f relative to P
,

denoted by

Ucf,P) , is defined by
n

Lcf,P ) = ¥
,

mi~( Ri) ,

where mi = infifcx) : ✗ c- Ri } .

REFINEMENT [OF A PARTITION
] : PEQ

"
let P, Q be partitions of REIR

"

-

Then
, we say

P is a

" refinement
"

of Q ,

written
"

pea
"

, if P is obtained from Q

by partitioning the sides of R even

further .

1¥ -117¥



f. 12-7112 BD ⇒ Lcf,P) _< Ucf,Q)
"
let f :R→R be bounded

,
and let P & I be

'

partitions of R .

Then necessarily Lcf
,
P) E Ucf,Q ) .

Why? find a common refinement

SEP ,
SEQ .

ceq
"

overlap
" P & Q ) .

Then

L( f. P) E Lcf,
S)

f Ucf , S)

I U( f. Q) . ☒

Note : we just proved for any
RQ :

Lcf, P) E Ucf, 01
.

Thus

( ( f. P ) f f
and

✓Rf f ÑRF .

f :R→TR IS INTEGRABLE (⇒ V-E>0, 7- P 7

Ucf,P) - Lcf, P) C E
"

let f :R→R be bd .

Then f is integrable iff for any
E > 0 ,

there

exists a partition P such that

Ucf, P )
- Lcf , P) < E.

PIOF . ( =) ) Assume f is integrable, so that

I,zf = I,zf .
let E>o . We know we may find p

-titi-

P, Q 7

fpzf - E C Lcf, P )

&

Ucf,Q)
< JRF + Ez .

Thus

Ucf ,Q) E Lcf, P) + E.

let s be a common refinement of P & Q ,

so SEP, @ .

Thus

UCAS) ( Ucf,Q )

< Lcf,P) + E

< Lcf, 5) + E.

⇒ vcf.SI - Lcf, S) < E. #

( <=) let e >o . We may find
P →

Ucf,P) - Lcf , P )
< E .

Hence

Of [Rf - Ipf E Ucf,p) - Lcf, P )
< E

-

⇒ Spf = I,zf Cos E was arbitrary) .



Module 10.3:
Content and Measure
LEBESQUE MEASURE ZERO A c- IS COMPACT AND HAS MEASURE ZERO ⇒

'

let AEIR
"
'

A HAS CONTENT ZERO
Then

,
we say

A has

"

(Lebesgue) measure zero
' '

if for all E > 0,
there exists rectangles

"
-

let Asan be compact, and have measure Zeo.

Ri ( IEN )
such that Then necessarily A has content Zero .

P-wof.at E > o . By asmt,
7- o_pen

rects Ri -3

A c- iÑ=
,

Ri
in

AE U Ri & ÉvCR;) < E.
and

i= , i=i

¥2,vCR;) < E- Then
, as A is compact ,

m

JORDAN CONTENT ZERO AE ¥, Ri
for some m .

- : let AEIR
"

'

"

( Jordan) content Zero
"

"

Then , we say
A has Moreover

,m
•

if for all E > o,
there exists rectangles Ri . -" IRM ¥,vcR;)

I ¥,VCRi ) < E. ☒

such that
m

AE U Ri
i=l

and
m

IVCR;) < E.
1- =\

Note that if AER
"

has content zero
,
then

it has measure zero .

Ioof. Cet E> o . Suppose
AEIR

"
has content zero .

Then
,
I rects R , , .. . .

Rm →

AE Riu . -
- URM & ÉVCRI)< E.

i=i

Now , for
i > m ,

let Rick
" be any rectangle w/

volume 0 .

•
: A ER, v.

. 'URmURm+iV " ' & FÉVCRIKE .

☒

'

The converse is not true !

eg
A = QEIR .

① Q has measure zero .

PIL - we know 10-1=11711 , ie

☒ =Eq, ,Ez , . . . }
let E>0 . Cet R [Ei-2%7 , {e- + ¥-2 ] .
Then oo

☒ E¥Ri .
And

&

E.VCR:)
= É?¥,
=÷÷÷.

= E_y(¥ ) = § < E.

② does net hare content Zeo .

PIL - Because it is unbounded . ☒

Note that if A has Jordan content zero , it has

&
to be bounded .

Ai EIR? if HAVE MEASURE ZERO ⇒ A=UAi
i=l

HAS MEASURE ZERO

-
"
' let A , , Az , . . .

c- IR
"

have measure zero .

&

Then necessarily A=¥Ai has measure zero .

wtry? let E > 0 . we know for each Ai ,

Ai E Riij .
Also
,

IvCRi
,;) < ÷ .

j=i
Then

AE U Rij .iijThen

EVCRi.j.IE?F?~cRi.j )i.
j

< E. ÷
=EiÉ÷.

= E. ☒



Module 10.4:
Integrability and Measure
OSCILLATION [OF f AT a] : O(f.a) f: R-7112 BD

,
A :& ✗ER : f IS NOT CTS AT ×} ;

-

let AER? and let f :A→R be bounded .

f Is INTEGRABLE (=) A HAS MEASURE ZERO

For a c- A & 8>0 , denote
- "

let REIR
"

be a rectangle , and let f. R→1R be bounded .

Mca, f. 8)
= supcifcxl : ✗ c- A , 11×-011<8 } ; &

let A = ÉXER : f is not cts at × }
.

mca,f , 8)
= infifcx) : ✗ c- A

,
llx-all <

8 } .

Then necessarily f- is integrable iff A has measure

Then
,
the

"

oscillation of f at a

"

,
denoted by

"

Ocf ,a)
"

,

Zeo .

is defined
to be

PW-of.CC=)
@ (f. a) =

Iim Mca
, f. 8)

- m(a. f. 8) '
at B= { ✗ c- R : 04.x) > E }, so B is compact

( R is

s→o

Note that bounded ) from our first proposition .

Since BEA ,
& 0=0 at pts of continuity , this B

① Ocf , a) always exists ; and

② f is cts at a Lff Ocf - a) =° . also has measure Zen -

Since B iswmpact, B also has content 2-en .

AEIRN IS CLOSED
,
f. A-7112 IS BD ⇒ V-E> 0,

In patiala, 7- finitely many rectangles 4 . . . -,
Um ibyasmt )

& ✗c- A :O(f. x) > E} IS
CLOSED

whose interiors cover B & EVCU;) < E.
'

let AEIR
"

be closed
,
and let f. A -7112

be bounded .

let ✗ denote the set of subrects of R contained in 31 Vi .

Then for any E >0 , necessarily { ✗c- A : Ocf,×)3E
} is closed .

let Y denote the set of subnetangles of R
contained in

Puff . let 13=9 ✗c- A : 04.x) > E } .

Take ✗ c- A)B. we will show AIB is rel 0PM RIB .

Now ,
since the Ui's cover B

,
we may find a petition

in A .

⇒ • ( f.×) < E , and so
7-8 > ° with

p=§R, , . . . . Ru} fine enough so that the elements of P

M(✗ if ,8 ) - m( × , f.
8) < E.

are either from ✗ or Y .

Consider ye Bgzcx)
A A.

Then
, since f is bounded

,
IM>0 3- lfcx) / EM ther

.

Then
, for zeA w/ ly - z / <§ ,

this

In particular, V-RieP, Mi - Mi £2M . By def
"- of ✗ :

17 -✗ I f Iz -yl -1 ly - ✗ I
< 8
,

m

and
-2cm ;

-mi)vCR;) £2M
EVCRI ) E 2M¥,~(Vi ) < ZME -

mcx, f. 8) E flz) E M( ✗ ifif ) . Riex
RIEX

Thus Now
, if RIEY & ✗ c- Ri , we have Ocf,x)cE . By the 2nd prop

in

Mlg,f, §) - mcy , f. § )
< E.

this page , we may find a partition Pi=ÉSi
, ,
. . .

, Sini , } of Ri 7
⇒ Ocf,y)

< E
ai )

⇒ Bsgcxin A
c- AIB Icmj - m;) vcsij) < EVCRI )

.

j=i
⇒ AIB is re ' 4

" "
A

By replacing each Riey w/ Si
, ,

. . -

, Sigi, (and leaving RIEX alone )
,
this

⇒ B is rel closed
in A

creates a refinement QEP . Finally,
⇒ B is closed (since A is ""ed

" ☒
a ;)

Ucf,Q ) - Lcf,Q)
= ¥g×(Mi -mi ) VCR;) +

I I
RieYj=i(Mj

-

Mj
> Vcsij)

f:R→R BD
,
Ocf,×) CE YXER

⇒ 7- P 7

< ZME -1¥.yEvCRi )Ucf,P) - Lcf, P) < E.
VCR)

- :
cet Reen be a rectangle , and let f. R→R be EZME + EVCR)

,

bounded .

which can be made arbitrarily small
,
and so f is integrable , as

let E > o . Suppose for each ✗ER, we have
needed . #

Ocf ,x)cE . (⇒)

Then necessarily there exists a partition P such
for every

new ,
let Bn=ÉxeR : 04.x> 3¥ } .

that As A = B
,
V Bzu . . .

,
it suffices to show each Bn has measure

U(f. P) - Lcf , P) < E- VCR) .
zero .

Puff. For all ✗ER
,

7-8×70 →

fix new .
Since f is integrable , we may find a

M(× , f , 8×1
- mcx,f , 8×1 < E.

petition P of R 2

For all ✗ ER , let Rx be an open
rect s -t .

✗ C- R×EBs±(×) . Ucf ,p) - Lcf , P) < £ .

"

let ✗ be the collection of reefs in P that intersect Bn .
let U×= R×nR .

Then

In particular , the elements of ✗ cover Bn and are rectangles !
R=¥U×

Now
, if Ri c- X

,
then Mi - mi > In by age of 0 . Then

is a net open
cover of R . Since R is compact ,

7- Xi , - . . , ✗MER 7 d- INCR;) E ECM;
-mi )vcR;)

Riel Riel
R = Ux

,

U - -
. U Uxm.

E E Cmi - mi )VCRi )
let P be a partition of R so fire t each

RIEP

subvectangle in P is contained in some Txi .
= Ucf ,P) - Lcf,P ) < En

.

Note and so EVCRIICE
,
and so Bn has measure ( content ) Zero .

Jxi = RI. MR Riel

c- B n R Cby const? of Rx;)

¥
E Bgxicxi) n R .

i. for every RIEP,

Mi - mi < E.

⇒ Ucf,P) - Lcf,P) = ¥gpCMi -mi)VCRi )

C E EVCR;)
RIEP

= EVCR)
. ☒



Module 11.1:
General Integrability
CHARACTERISTIC FUNCTION [OF A ON R] :

JORDAN REGION
XACX) ' "

let AER
"

be bd
.

-

'

let AEIR
"

be bd
,
and let R be a rectangle Then

,
we say

A is a

"

Jordan region
"

iff

such that AIR .

JCA) has measure ten

Then
,
the

"

characteristic function
"

of A un

lie iff Xa is integrable on RZA )
.

R
,
denoted by XA ,

is

✗ a :R→R VOLUME [OF A JORDAN REGION] : V01 (A)

defined by
"

let A be a Jordan
region , with AER

.

I 1
,
✗ c- A Then

,
the

"

volume
"

of A
,

denoted by
"

VOILA )
'

;
✗acx)

=

{ o , ✗ d- A - is defined to be

RIEMANN INTEGRABLE COVER A]
-

let AEIR
"

be bd
,
and let f :A→R be

V01 (A) = JRXA = fat .

bd - A , B ARE JORDAN REGIONS ⇒ AUB IS A JORDAN

let R be a rectangle with AIR .

REGION : An B = & f:AUB→R IS
INTEGRABLE

Then
, extend f :R→R by setting fix)=0 V-✗ c- RIA .

⇒ s
we

say f
:A→R is

"

integrable
"

if f- XA :R→R
is

f = f f + ✓
☐
f

AVB A

integrable , in which case we define "

let A. BER
"

be Jordan regions .

{Af := ),zf - XA .

Then necessarily
① AUB is a

Jordan region ; and

Note that this definition is independent of
② If ANB = 0 & f: AUB → R is integrable , then

choice of AER .
( asmt ) .

up
f = faf + JBF .

"

z
Note that if f. R→R & Xp :R→R are

why? ① ZCAUB) = CATE )\IntcAUB )

integrable , then f. XA is also integrable , =( A- v5 )) ( Inta ) UINTCB)

so that f is integrable on A -

= (A- IINTCAIIICIIINTCB))

= JCA) UJCB) .

XA : R→ IR IS INTEGRABLE (⇒ d(A) HAS ② let AUBER . Then

MEASURE ZERO JAUBF = Jrf - Xavi}

- !
let A c- Rn be bd

,

and let AER for some rect R - =),zf(Xa+X, ) (since AnB=¢ )

Then , Xp :R→R is integrable iff J(A) has measure = JRFXA + JRFXB (by asmt
)

Zero .
= Jaf + JBF. ☒

Pref . let AER .

① ac-T-nt.CA ) .

⇒ 7- open
ball Bgca) C- A .

Since Xa=1 on Bgcal. Xp is clearly cts at a .

② a&Ñ .

⇒ a c- Intl /RYA) . ⇒ 7- Bg (a) C- IRMA
.

Since XA=o on Bg(a) AR ,
Za is clearly cts

at a .

③ aEA-IInt.CA) = JCA)

⇒ then AEÑ & AER
" / Inta)

= RTA .

⇒ S > o
,

7- ✗c- A. y
e- RIA ⇒

llx - all
, Ily - all <

8 .

Thus

OCXA , a) 31

So f is not cts at a .

⇒ set of discontinuities of f is exactly JCA) .

⇒ proof follows from big theorem in previous
-1hm

.



Module 11.2:
Fubini’s Theorem
BERZ JR ; JB f- (v) du I ftp.fcx.yldA i R=[a.b) ✗ [c.d)ER? f : R-3112 INTEGRABLE

,

f-(×. .), fc. ,y ) INTEGRABLE
⇒ f)Rflxiy)dA =

BE 1123 JR : JB flu) dv I f)fpgfcx.y.tt)dV fabjcdfcx.yldydx-jcdfabfcx.gl dxdy CC FUBINI'S
let BERZ be a JR

,
and let f :B -3112 be integrable .

Then
, we denote THEOREM 7)
↳ fcv)dv f)

☐

fix .y)dA .

-

let R= [a. b) ✗ [c.d) ER? and let f- :R→lR be integrable .

Similarly . if BER
]

is a JR & f :B -7112 is integrable , suppose fcx. . ) and flo,y ) are integrable over

then [c.d) & [a. b ]
, respectively , for all ✗ c- [a. b], yet' 'd ] -

fpgfcv)dv f)fpgfcxiy ,Z)dV . Then necessarily

R= [a.b) ✗ [c.d) C- 1122, f : R-3112 BD , f- (X. .) :[Cid]→ R Unfix.y)dA = dabjcdfcx.ydydx-f.dk?fcx.y)dxdy .

IS INTEGRABLE ✗ c- [a ,b] =) Pref. Since f is integrable ,
-

d If,zf(✗g) DA =ftp.fcxiyldAJJRfcx.yldn-f/ab(fcfcx.y)dy)dxEfab(fcdfCx.y)dy)dx
-

- - By the prov
lemma

.
-

febfdfcxiyldydx-fabfdfcx.yldydx.ES/RfCx.yldA-

⇒ f)Rfcx.gl DA = fabfdfcx.gl dydx .

:
let R= Eaxb] ✗ [cxd ] c- IR? and let f :R→R be bd

.

Reversing the roles of ✗ & y proves the thin . ☒

let f- (× . . ) :[c. d) → IR by f-(✗e.) (y)
= f-ix. y)

be

Note that this also applies when f is cts on R

integrable V-xeta.tl .

( because this satisfies the conditionsneeded.TT
Then necessarily

f)Rfcx,y) da e Jabo?fc×y)dy)d× ITERATED INTEGRALS
-

-

: An
"

iterated integral
"

is an integral of the form
E Jab (f)f-ix.g) dy)d× b^

. . . Jab
,

'

f- (× , , . . . , Xn
) DX

,
- - . dxn .ran

£ Rfcxiy)dA .

EX : 12=-4,27×[0,1-1] : f)Rysincxyl DAPioof . Middle ineq is trivial .

we prone
the last ineq , and leave the fist ↳

so / I. Note that f, f(×. . )
,
fc.,y) are all cts ° "

an exercise . closed JR 's ⇒ they are all integrable .
let E> 0 . Choose a petition P on R 7

f)pysincxyldtt jiff
.

-

ysincxydxdyUcf, P) - E E Rflxiy)dA ,
say = Jo

"

[ - coscxy)]É? dy
P = i. Rij : leith , lejee} ,

with Rij
= [ ✗

i. , , ✗ i
] ✗ [Yj, , , Y ;] ; = Jo

"

- wsczy) + cos (g) dy

where ✗o=a , ✗u=b , Yo = ' , Ye=d -
= [ - 'zsinczy) + sinlyl ]

Set Mig. = sup I fcv)
: ✓ c- Rij} . = Co - 01

Then
e

= 0 . #

Jab ( jilfcx. g) dy )d×= ¥
,

(¥.ly??,fcx.y)dy)dxEi=&j&Jq?i..(fy??,fcx.y)dy)dx ( addition of sups
property

)

t.FI?fI!,Uy,.?Mijdy)dx=FFMijCxi-xi-i)CYj-Yj-i)
= EM .jV(Rij )i. i

= Ulf, P )
-

E f)pnfcx,y)dA + E-



Module 11.3-4:
Iterated Integrals
R=[a, ,b,] ✗ .. . ✗ [an .hn] ER? f:R→R INTEGRABLE

,

JAfcvtdv-fa.bg/Yx)f-(✗. . ) INTEGRABLE V-✗c- Rn ⇒ jabnnfcx,Hdt IS
y,,,

f-ix.g)dydx ;
A IS TYPE-2 ⇒

INTEGRABLE ON Rn & f,zf(✓)= jpnfan 419'
"
"

fcx.tl dtdx JAfl4dvifabj@yyfCx.y)d×dy- "
let R :[a

, ,b , ] × . . . ✗ Can .bn ] ER
"

, and let f:R→R be'

integrable . let AIR? and let f : A -3112 be cts .

g, , , ,, , , , , , ,

""" """ " " " " """ ⇒

let Rn= [a
, ,b, ] ✗ - - . ✗ [an- , , bn . ,] . Suppose A is type -1 , so that

Then
, if fcx. . ) is integrable for each ✗ c- Rn

,
then A=&Cx,y) : ✗ c- Ea,b]

, Pixley '- 41×1 }
① fqffcx.tl dt is integrable ; and for some cts 4,4 :[a. b) → R .

Then② ✓Rfcv)dv = JRnfabnnfcx.tl dtdx . Jafar)dv= Jab ) ""> f-4.g) dydx .41×7

Similarly , suppose A is type -2 , so thatJR flu)dv =
. . . Ja? f-(×, , . . . . xnldxn "'d×i - A = cicxiy) : y c- Ea,b]

, 4cg) ext 4cg) }
TYPE- I & TYPE-2 [REGIONS IN 1122] for some cts 4,4 :[a. b]→R .

"

,
we

say
AEIRZ is

"

typed
"

if Then

A = icky) : ✗ c- [a,b ]
,
Rex> eye 41×1 } Jafar)dv= Jab f-4.g) dxdy .

for some cts 4,4 :[a. b) → R .
Proof . We prove the fist pat ; second part is similar

.5-40' -

eg
let R :[a. b) ✗ [c.d) be a rect containing

A -

9=9' '
Extend f- to R by setting f=0 on RIA -

By Fubini
,

Similarly , we say
AEIÑ is

"

typed
"

if Jafcuydv = jrfcvldv-jabfcdfcx.gl dydx .
A = { Cxiy) : yE[a. b] , Qcy) f ✗ E 4cg) } However

,
f-ix. g) = 0 if it is net the case that

for some cts 4,4 :[a. b) → R .

41×1 Eye Ycx)
.

b Xcx)

-

'

. Jafcvldv = Jade,×, fcxiyldydx . ☒

The analogous theorem exists for
1123 : eg if

AER
}

"

I:###.. is type-1 and f : A -1112 is cts
,

then

Ycxiy )
Ja fcv) dv = ft, )q×y, flu,z)dZdu ,✗ =ecy ) ✗any)

TYPE 1. 2,3 [REGIONS IN 1123 ] etc .

"
let AER? Then ⇐✗ : ☐£1122 = REGION BD BY y:O, y=X? ✗ =L

:

① A is
"

type 1
"

if it is of the form
CALC f)

☐
✗ cos (g) DA .

A = Icky, 't ) : ( ✗g) EH , Ycxcy> EZE 4Cx.gl} ;

② A is
' '

type 2
"

if it is of the form Sol ? - ← 5×2
Region is ¥-1

.

A = ÉCX,y,z) :( ×,
7) EH

,

44,2-1 Eye 44,71} ;
and ¥¥③ A is ' '

type 3
"

if it is of the form

A = c:(× ,y,z) : ( g. zl
EH

, 44.2-1 ← ✗ ± 44,7)} , so hy -1hm
.

×z

where HERZ is a closed Jordan region & f)
☐
✗cosy DA

= f) Jo xwscyldydx
= do

"

[ ✗sing,]Y=×
'

4,4 : H -3112 are cts . y=o
d×

TYPE 1
, 2,3 REGIONS ARE JORDAN REGIONS = Jjxsincxldx

"
Note that regions of type 1,2 or 3 ( in R2 or R

'
) = [ - Lzwscx

' ) ] to

are Jordan regions -
= -12 - tzwsci) . #

2

Ex : So'd}ye×dxdy
5011

.

⇒
,

☐ is a Tim Y '# of tupez .

1- y=i
⇒ Jo's}Éd×dy : f)

☐
ÉdA

✗=3y

a⇒y=;× ,

☐

=)? éidydx
= f) ↳✗ e dx

=[÷e
"
]!

= f- (e" - 1) . #



EX: VOLUME OF TETRAHEDRON T ENCLOSED

BY ✗=0, y=0, 7=0, Zxtyt-2=4.
the tetrahedron we care see thatsoil -

^ "

> y

about.

T=ÉCx,y,z) : OEXEZ , OEYE
-2×+4

, OEZE 4- 2x
-y } .

at

" "

H=&( ✗ iy) : OEXEZ, 0 Eye -2×+4 }
.

⇒ H is type 1 in R?

(014 )
@

✗⇒
→%=

"" " But also

f- = icxiy, t) : ix.g) EH ,
Of 2- I 4- 2x - y } .

4-2x -y
(0/0) ) (2,0) I dz DA

⇒ gjfyldv =)")Ly=o

= j;) -02×+4 Jo
"

-2×-91 dzdydx
= Jjhfj

""(4- 2x -y) dydx
= d) [ ( 4-2×)y - tzyz]

9=4 -2x

y=o
DX

=)? 'z(4-2×5 DX

= . - i

= ¥ . #



Module 12.1:
Change of  Variables
" " °"" "° """ "" f """ "" "

""
"
""

"

"""""" "°""" ""

2
let ix.g. 7) c- R?

7- BE A 7 Vol(B) = O
, P IS 1-1 ON AIB, JY(a)

1=0 thatAIB
, Then

,
we call the point

cr.az/cassnownto+nf : QCAI → IR IS CTS ⇒ 4cal IS A JR
,
f IS INTEGRABLE

right) the
"

cylindrical
ON @CAI , nfycajflxldx = Jafcclcx)) / Jfk)/ d× coordinates

"

of cx.y.tl . .

"

I i
! >

✗

' "

let UER
"

be
open ,

and let AEU be a closed To convert
,
let

Jordan region . Yer, O ,z) = ( rwso , rsino, Z) .

let f : A -3112 be cts
,
and let PEC 'C41R^ )

.

Then wso - rsino 0

IJYCr.O.tl/--/det(sinOrcoso g) I
suppose there exists some BEA with

0 0

① Vol (B) = 0 ;
= r

,

② 4 is injective on AIB : and
so under the right conditions

③ JYCA) to V-ac-AIB.TV/)/y,a,fCxiy.z)=fffn.fCrcosO,rsinO,z)rdV .

Also suppose f: YCA )
→ IR is continuous .

Then necessarily Ex : jffnétdv, A ENCLOSED BY 1) THE

① PCA) is a JR ;

PARABOLOID 2- =L -1×2+5, 2) ✗2+32=5,
② f is integrable on PCA) ; and

3) THE ✗Y- PLANE③ Iga, fcxldx = Safe 9×11/541×1 / DX .

A=&(r, O, Z) : OErEJ5 , OEOE 21T,

CARTESIAN → POLAR COORDINATES oezei-1×2+5=1*2 } .
> y

"""

-

Recall polar
coordinates are coordinates of the

⇒ fffaetdv =)?]?
o

" "e? rdzdodr
form Cr , O ) , where

' '

✗
"

= rcoso &
"

y
"

= rsino .

>
✗ = Jeff?

"

re

""
- rdodr

Consider Rec'cR? R2 ) by Ycr,o) = Crwso ,
rsino ) .

Note of is injective on 1127%(0/0) : 0£
0<2" }

'

= zqfjkre.hr
"

- rdr

and see that ICO, O) : OEOCZIT}
has volume zero .

= 21T [Ie
""
- jig?

Then
,

1-gpcr.gg/=/det(
•SO - ""° ) / = 21T ( Eet - Iz - Ie )Sino rcoso

= Irl = r ( since r > 0 ) . = Tlceb - 5- e)
. ☒

SPHERICAL COORDINATES
Therefore , given the right conditions . "

let ix.g.⇒
c- IR?

"

Then
,
the

"

spherical coordinates
' '

"
^

* d)
yep,fC✗iy)dA = f)

☐
fcrwso, rsino ) r

DA -

of Cay ,z ) is equal
to 010<-27

Ex : f)
☐
coslx'+y4dA . D IS THE REGION ☐☐ BY

( p , o , p, ,
as shown in theÉ?

"
"

0--0<-1-1

✗2+5=9 & ABOVE THE ✗ -AXIS
. . right .

✗

"

In particular,Sol ? . See that

D= Ecmo) : 0ErE3, OE Of IT } ① ✗ = psinowso :
② y= psinosino ;⇒ f)

☐
cos city)dA= f)

☐
cos (r2 ) - r DA

③ 2- =pcos¢ ; and
= f) wscr') - r drdo ④ z2+y2 -1×2 = p2 .

=jj"[ tzsincr
' )] } do To convert

,
consider

Yep, 0,0) = ( psinowso , psinosino , pwscf ) ,
= Isin (9) do and

= Izsin(9) . 1J Pcp, 0,0 ) / = . . . = p2sin¢ .
- - Hence

* If) flay,z)dV=ftp.fcpsino/cosQpsin0sinO,pws0)-p2sin0dVYcA
)

EX : VOLUME OF ✗2+y2tZ2=aZ
5011

.
let s be the region [the sphere).

⇒ S=c:( p, O, ¢ ) : OE Pta ,
0<-012-11

,
Of 0/{1-1}

& Volcs) = Jgldv
=/ffsldxdydz
=)? jjtp 's

.no/d0dOdp=fIfft-L-p2wso7iidOdp--Joafo2T'zp2dOdp--2T1J
? 2p2dp

= 21T [ 3-p
' ] ;

= ¥1Ta} .



EX: VOLUME OF SOLID WHICH 1) LIES ABOVE THE

CONE 2-=J×4yT , & 2) BELOW THE SPHERE

+y
' -12-2=7

5011 . Note + y
'-12-2--7 c⇒ ×Zty't Cz -£5 = f- .

pcosct-ve3iriowio-fs.no/sin2O-

a.PL?:.=esin0csineoeoe-n⇒ the core
,

C- Icp , 0,01 ) :p
:O or ¢=E, }

p2 = pwscf
✗

⇒ the sphere ,
S= i. Cp, 0,0

) : p=0 or p=ws¢ } .

letting D= above region,
2'T Iy cos

Volume of D= fffpldv = JoJo Jo {sinodpdodo


