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Section 1:
Enumeration
THE BALLS & BINS EXAMPLE

± I
•

consider the following problem :

FALLING / RISING FACTORIAL : ✗ ,
✗

1
"

How many ways
are there to place k balls

-

.

The
"

rising factorial
"

notation is *

✗
1=1 ;

in n bins ?
"

✗

I
✗ ( ✗ +1 ) - . - (✗th - 1)

✓
balls

and the
' '

falling factorial
"

notation is
✗5=1

.

U:O U :O
- I ✗

&
= ✗ ( ✗ -1) . . . ( X

- K-11 ) .

bins

This is an ill -formed question ,
since PROBLEM 1A

This is simply how many functions exist from
there is ambiguity -

K to N ?

RESTRICTIONS & DISTINGUISHABILITY
nr:

nk .

We can impose
the following restriction on the

WIY?
→ n choices for each ball bek .

balls :
- PROBLEM 2A
① None

'

This is asking
at most 1 ball

per
bin

,
and

② At MIT 1 ball per
bin : or

all the bins are distinguishable .③ Atleast 1 ball per bin .

Similarly , we can impose
the following distinguishability ; Ansgar : ny

.

why? Case # 1 : Ken .

criterion for the bins & balls :

Tn choices for 1st ball
,

④ Balls and the bins are all distinguishable : yuen

n - l choices for 2nd ball ,

⑧ Balls are indistinguishable ,
bins are not

.

-

,

n - k -11 choices for teth ball
,

④ Bins are indistinguishable,
balls are

not :
and as choices are independent '

+↳

④ Balls and bins are all indistinguishable . # = ncn -1 ) . . .cn-ntil.ca#2:k>n .

Thus
, combining the restriction & distinguishability criteria

Then since no inj fns
exist from K to N ,

gives us I variations of the problem .

# =O
,

FORMALIZING THE PROBLEM and note that this is n

"
since 0 is in

- ; Each
"

way
"

of
"

placing the balls in bins
"

can be in the "

product expansion
"

of n
't

.

iii.viewed as a function f : K→N ,

where
z
We can write a more rigorous proof via the following :

① 1kt = K lie the set of balls) : &
Let S= set of inj fns f :K→N,

K=&1 . . . -oh} & N=Él ' " -in} -

② IN , = n Cie the set of bins )
. let Si = Efes I FCK)=i } .

Then
,
each of the restrictions on the way corresponds we then use induction to show that

to a respective re±Én
on the function :

Isil = ( n - n ,

① None : and so

② f is injective : &
1st = 15,1 + . . .

+ Isnt

③ f- is wie .

= ncn - 1)
'

-

3 Similarly , each of
the distinguishability

criteria correspond
, nay

,

,

to a respective eqcivalencereation
on the functions ?

④ frog <⇒ f=g ;

④ frog c.⇒ I bijection a :K→K s.t f-- goa :

② f~g <⇒ 7- bijection p
:N→N s -t - f- pug :

&

⑤ f~g <⇒ I bijection r
:K→K

, p :N
→NS.t.f-pogot

:

4
We can then re - state the problem :

"

For each restriction / equivalence relation ,
determine the

number of equivalence classes of functions from K to

N
,
where 1kt = k & IN / =n .

"



PROBLEM 213 n MULTICHOOSE k : (( Fe ) )
At most one

ball per
bin (2) , and balls

are indistinguishable (B) -
"

We define
ñ

-

z
This involves binomial coefficients:

(( y)) =
= (

✗ +b- '

k )
.

if Keat
,

then (E) = ×÷ .

PROBLEM 113
If Osteen

,

then (2) = u?÷) :( = ""'
-

No restriction on functions (1) , and the

But note that ✗ can be anything
! ' real

'
'
balls are indistinguishable (B) .

-

complex, matrices
,

etc )
z Interpretation

:

"

K-element multisets
"

from

-

an n - element set .

3
The answer is (2) .

pngof . let ✗ = if :K→N I f is injective } - eg
n=2

,
k=4 ;

There are 5- 4-element multi sets from N=Ia,b} .

For f.g
c- X

,
let frog <⇒ 7- bijection

9:K→K

⇒ Ea.a.a.ci} . I a. a.
a ,b }

.

I a.a. b.b } ,

s - t . f- = got - i
, a. b. b. b} ,

i. b. b. bib } .

let ✗ = ✗/~ be the set of equiv
classes

A multiset is a set where we can have

of the equiv
relation ~ .

an element more than once.

Then 141 is by deft the answer to the question .
"

The answer is (( 211 .

eg K=Eh2}
,

N -- i. a. b. c }

Pref . Assure
N=Éc, . . . ,n } .

Then
✗ =i
, 'z→¥ ,

2¥
. .

. . . }
let ✗ = set of k - element

multisets

& F- EEL:& ,

:*:} . i. 5¥
.
if:{ } , i.

'

i¥
.
. :$,}} from

N '

at y = set of k
- element subsets

2
since if we swap

I & 2
,

we get
of E 1,2 , . . . ,

n -16 - I } ..
the other

.

Since we know 171 __ (
""

n

"

)
,

it suffices
so 141=3 .

we saw 1×1 =nk ( Problem
2A) -

to show there's a bijection f.
✗→ Y.

But also
( since Y is a partition let's define f via an algorithm:

1×1=-214
of X ) . ① let Aex

,

and write A = Ian - ' ' an }.
CEY

We claim V-CEY
,
lCl=k ! -

where a
,
E-- . tan .

② Define FCA)=&a, , gel , . . . .
auth -1 } .

Puff. let cey
, gec . Then

[ = { fex / f=goT for some bij t :K→K }. To finish , verify f is well-defined and really is a

= i. god /
a:k→K is a bij } bijection .

As g is injective , 904=904
"

<⇒ 9=4"
Details are exercise .

. : let = # of bijection
K→K PROBLEM 313

= k !
- # -

At least I bail per
bin (3)

,

and balls are

Finally, putting it together .
indistinguishable (B)

.

n±= 1×1 = ¥ylCl
→ this boils down to integer

= k ! - 141
compositions .i.ly/--n?---- (2) . Be

PROBLEM 3D
"

If hike It, then (2) is the # of b-element
-

At least I ball
per

bin ( 31
,
and balls & bins

subsets of N
,
where IN / =n .

are indistinguishable (D)
.

=

,
so

,
if f.ge ✗ ,

then frog
<⇒ Imagecfl

-
- Imagery) .

→ this relates to integer partitions .

using
this

,

we get
a bit""

"

PROBLEM 3C

y ⇒ & h - element
subsets of N }

.

-

At least one ball per
bin

,
but bins are

Hence

indistinguishable .

C. = Igor look
-7k is bijective } ↳ Image(g) .

z We write & !} as the answer to this

&

question .

i. f- c- ✗ 1 Image (f)
=S } ←IS .

3
These are called

"

Stirling numbers of the

second kind
' '

.

PROBLEM 3A

This is counting
the number of surjective functions

from K to N .

z
ANSI : n ! - oik }

.



ENUMERATION FRAMEWORK

COMBINATORIAL IDENTITIESWe introduce sets
. including the set of objects,

n - , ) CC PASCAL'S IDENTITY
>>

we wish to count .

(nu) = (
n

_u
' ) -1 (

^ - '

ie we find sets that
"

represent
"

the objects *
we say

( 11=0
we wish to count -

.

we can prove
(2) = (

"

E) + ( I )
.

if nco .

Then
,

we establish relationships
between these

I

Pwoft . ( combinatorial
)

sets .

-

may
involve unions, bijection! Cartesian

let ✗=÷u- element subsets
of ten]}

,

&

Y= oik or Ch - i ) - element
subsets of En -1 ] } .

products . Then 1×1=121 , and I -11=(2-1)+(1--1)

Next
,

we turn said relationships into formulas
= ,µg

= RHS
.

we prove 1×1=141 by giving a bijectionfor Cardinali ties .

between ✗ & Y .

En] = oil , . . . ,n}
Define f.

✗ →Y as follows :
-

We denote
for Aex, let f-(A) = A) in} -

In] = It , . . . , n}
note fcayc.cn- , ],

and FCA) has either k

for new .

or U -1 elements .

[✗
U ] Atx) = ak ⇒ FCAIEY .

Then
,
the inverse map g:Y→×

is as follows :
'
"

let Acx)= ¥09,- ×
"
.

Then we write

B if 1131=6 ;
for BEY, GLB) = É Buin} if 1131=4-1 .

[ ×
"
]A(×) = all - Exercise : check

g
is well - defined, and 9°F = idx' f°J=idY'

( I - ×)
-"
= I((%))Xk This suffices to show f is a bijection , as needed - ☒

1<30

CC NEGATIVE BINOMIAL THEOREM >> pwof-z.CA/gebraic )
we'll prove

more generally that

Note that
(g) = ( ag ) + (%;)

V-ac-R.HN

a- ×)
"

= ECCL ) )×
"

.

Recall the binomial theorem :

UZO

Cltx)
"
= ¥o(f)xJV-IXKIPW-of.ci-× )

- a

= ( Itc-✗ ) )
"

we can write this as
= Ed : )t×i ! Ex"]Cltx)a= (%) .

Then check that Now
,

start with

( Tell - is
"

= ((E ) ) .
can"=¥o()xJ

Multiply both sides by ( 1-1×1 :

⇒ Cixi = Cltx)E(
"

F) It
g- 70

=¥o("j
'

/ ✗ it ×¥oC"j'1xi
=¥o(l×i+¥o(ajyxi

"

= (1+53,1%1×1) + Ecg?, )×ij > i
•

=/ + Elcaj
'

)+(g. I,
' ) / ✗

J

j >a
:(91=-40311-1×5 = 1

,
&

[ ✗
"
Ickx)

"

= ( "[
'

I + (I:) the> I

but by bin than this is ( %)
.

Proof follows . ☒
"

The idea behind this proof is we're trying
to prove

something

2

about the seq

(
a 1. (

• i'1,1%1. . . .

which we can male into the coefficients of
a power

s""Ac×)=(aj')-(a-')x-(a-')x'--2

c+1×Acx1=(aj')×+(Y'1É
Thus

:::÷¥"¥¥:÷:÷)



FIBONACCI SEQUENCE DYCK PATH
-

The
"

Fibonacci sequence
"

is given by - "

A
"

Dyck path
"

is a lattice path Po , . . - , Pzn such that

f-0=0, f- 1=1 , fn+z= fnt ,
+ f-n th>° - ① Po = ( 0,0 ) i

we can find an explicit formula for ② Pzn = (nm)
:
&

③ Pi = ( ✗ i. y ;) ,
where ✗is Yi Yi .

f-n -

Cet Fcx ) = ¥ofn×
"

'
"

*
these never cross the line Y=× -

Flx) = fo + f.✗ + fz×~+ -5×3-1 fyx
"
-1 . - .

.

eg

⇒ f) ✗ F(×) =
" ✗ + f'

+ £ + ↳✗
"
+ " "

""

fox
"
+ fix

}
-1 fzx

"
-1 . . .

(0,0 )¥¥=¥=fo+cf,-ftf+- >

CATALAN NUMBERS : Cn
= fot Cf , - to

)x
' "

For NEN ,
let cn be the # of Dyck paths of length

= ✗ . I

2h .

i. FIX) = ×z
eg

Co =\ • ( 0,0 )

Then , we
use partial fractions

:

Plx) c
,
=\ [

' ' ' 1)

=¥i×u can

[ 2=2 foot oÑ↳variation :

A-

↳ = , qq.to goatgfx.gqE.no?fFE'#--a.p.x,I?En...-a.pux,-= ?÷×+¥+ " :
.

.

QCX)

(assuming no repeated factors)
"

z
The numbers on [ for nzo ) are called the

"
Catalan

Then

←
numbers

"

.

FCX) =

( 1- (
' 1×14- (

'¥)× )
solving fr A & B :

=

,-11¥ + i-T¥× A=¥
,
B=s.

"
Fix)=¥(,_i¥× ) - É(i-¥×)

k

=÷¥oc¥i× - ÷¥d¥i× "

i. fn=E✗^]Fc×)=¥( ' I - ¥( 1-1-5 . #

CATIICE PATH
'

,
A

' '

lattice path
"

is a sequence
Po , . . . ,PrEÑEÑ of points such

that

Pit ,
- Pi c- Elliot , 10,1 ) } .

'É
z
Nute

Pit , - Pi = ( 1,01
⇒

"east step
' '

Pit , - Pi
= ( 0,1 ) =)

"

north step
"

and we call r the
"

length
"

of the path .

}
We represent a path starting at Po by a

string of
' ' N''s &

"

E
'

's .

eg ( 2,2)

c→ NEEN starting at 10,0 ) .
coil ) WITH2,1 )
( 0,0 )

NUMBER OF LATTICE PATHS FROM (0,0) → (m,n)

IS (mtnn )
'

The number of lattice paths from (0,0 ) to Cm ,n) is

VII.

w_hy ! - each such path
has mtn steps ,

with n are
"N
"

& m are
" E
"

.

- can be in any
order

- if path is represented by the string
Sisz . - - Sonn ,

let

D= & iecmtn]ISi=N }

- this gives
a bijection

bw lattice paths from co,o )→ cnn.nl,

& the n - element subsets of Emtn] .

- & the # of elements
in the latter is ( Mn

"

)
.



cn=¥(4) then
-

Note that cn=n÷(%). s__#3:So1vefor@
By step # 2 . xccx )2 - ccx) -11=0

is quadratic .
ALGEBRAIC PROOF

So , we can use the quadratic formula to find
ccx ).

pw-of.SI#:we'1lshowEcn3nzosatisfytherecwrencenelatifftn -1

.
: can = '±LF='±c.Co =L , Cn = ¥ochcn-u - i th? 1

.

Puff - let Dn = i Dyck paths of length 2h } . Then see that by the bin thm :

we claim that for nzl , we have a bijection between
( 1-4×142 = -2 (

"E) (-4×1
"

n-I

UZO
Dn ⇒ U Dn ✗ Dn -n - l '

a- 0

=/ +¥,(
'1) C- 4)

"

×

"

This would imply that
n - ,

on = I Dnt
= IDuxdn.ua/--Ecucn-u-i See that

no a- 0

(
"2) c-4)

"
= ¥(⇒t¥" (tizz"as needed .

So let's find the bijection .

(→ ) let TIE Dn , n > 1-
= - t.3-i.nj.com#.zk

• The first step must be N ( otherwise we would go

past
"

y=×
"

) .
=
- l-3-i.jp?Zk-#.?-.4-z.6-z.....2k--T2 . 2

• The path also ends at the line y=x .

so , consider the first time IT returns to the line
=
-z.lk?Yk??,!:y=x

,
and suppose

this occurs after 2h-12 steps ,

where u > o . =
-

2-u.FI?j?Y-u.,,,.#'
• " "" "" " ° """

"
"

must have been E ,
=
-

ICY:?)
,so we can write"

ii. •

cnn.ua)
Tl= NIT,E -112 ,

and after bach substituting , we get
that

.

' /• where

• IT
, has length 2k , &

' " ° '
• -112 has length 2in -u- D.

Ccx) = ± (¥ - ¥ %?)×
"

)

Then Tlz is a Dyck path that has been shifted
But there's only one ccxl

,
so it cannot be

to start at Cle -11
,
h -111 -

that both + & - are correct -

Moreover TI
,

is a Dyck path , shifted to start

Indeed
,

the
"

t
" solution cannot be correct . Suppose

at ( 1,0 ) .

- Ti , can never go
below the line 9*+1 -

ca, + ( {✗ - ÷, -z, , -i(21?
)×h ) = ÷ - I - ✗

- - - -

-

- because if it did ,
there would be an

Then
"

earlier
' '

point
which hits the line Y=× .

✗ccx) = 1- ✗
- I - . .

- -

Hence
, we can define our map

but we already know that

IT 1-3 ( IT
, , -112) .

✗Ccx) = 0-1×-1×2 + - . -

,

(f) Given ( T1, , -1127 C- Du ✗ Dn- u-1 , we map which cannot happen by uniqueness ofPSU
:O

( T1, , -112) ⇒ IT

in a
"

symmetric
"

manner .

we check these maps
are mutually inverse bijection' - Thus the

n.
.

" solution is correct : ie

a- 1) ×
"

since the bijection
exists

,
we

have proven
the

c. [ ×, = Ex - ÷× + ↳§
,
,÷(
""

= ¥-1k (
2k-2

k - l

n -1) ✗±"÷÷;÷÷÷;÷÷;i-×""""-÷÷É¥¥÷⇒
= I (F) ×

"

Cn :=k -1 )

n 70

i. cn=n÷(%)
,

= ✗ ⇐oj-Z.ocjxJ.cm
"

) and we're done . ☒

= ✗¥ g- cux
""

=

og.ge
✗

I -16+1

If we let n=j+u+1 , we get
that

xccx)2= I cnn.im
"

n > I 1<=0

= I cnxn ( by step # 1)
n >/ I

= ccx) - l .

Proof follows . ☒



COMBINATORIAL PROOF I

PWIF - let Dn = set of Dyck paths of length Zn

& Pn = set of all lattice paths 10,0) to cn.nl .

We
give a bijection
f : Pn → Dn ✗ In-11 ],

and as 1Pnl=( ÷ )
& Itn -11 ] / = n -11 .

hence / Dn / =#(Y ).

Let sisz . . . szne Pn
,

and let so __ N . Consider the paths

5051 - - ' Szn - I{ 5,52 - . - Szn
<

5253
- i - Szn So

÷(
Sznsos, - .

- Szn -2 '

cross out ones that are not in Pn to give
us a list of n -11

paths .

We claim exactlyonepath on this list is a Dyck path , say IT .

IF IT is the nth path
on the list

,
we define

f- Csi , . . -
, szn) = (

IT
,
b)

.

eg NEENNE C- Pz .

The list would
be

z .

←
don't end up

at (3,3) .
1- NEENNE

ENNENE-
NNENNE- c

3. NENN
→

this is the only Dyck path
.

4. ENNEEN

:
. f- (NEENNE

) = CNENNEE , 3)

See course notes for explanation for
why f- is

a bijection .

COMBINATORIAL PROOF 2

"

For 0 Eatb
, a. BEN ,

the # of lattice

paths from ( 0,07 to (a. b) weakly above y=×

is

(
a :b ) - C :-b, ) .⇒,,,,,n,n,,µ,
(T ) - (E) = (T)

.

Pref . let ✗ be the set of lattice paths from cool to

( arb) that go strictly below y=×
at some point .

If we can show 1×1=(1+1) , we're done
,

since

the total # of paths is (
a :b ) .

let Y be the set of lattice paths from C1
,
-1 ) to

( a. b) . Cie no restriction ) .

⇒ ly , = (
atb

a- 1) .

: . It suffices to give a bijection f. ✗→ Y.

So
,
let sisz - . . Satb c- ✗ .

Since there is 31 point below y=x,
there must

be at least one point on
the line y=x -1 .

Suppose the first such point is after 2h -1 steps .

Define

fcs , . . . Satb ) = STI -. . In- , szk - - - Satb ,

where

5 = !
N
,

s=E

( E ,
s=N .

Exercise : f is a bijection .

.gg#.n...neg,.yeapw,....g(0,0)
the path



GENERATING FUNCTIONS

GENERAL COMBINATORIAL FRAMEWORK [ORDINARY]
"

,
This is the general combinatorial framework : GENERATING FUNCTION/ SERIES : Ig(x)

-

z Ingredients :
-

we define the
"

generating function /series
"

for

① a set S of
" combinatorial objects

"

S with respect to w to be the power
↳ usually at most countable

② a function w :S → called the series

"

weight function
"

↳ wco) is called the
"

weight
"

of wco)

Ilgcx) = Ix⑤ c '

'

General counting problem :
OES

3

"

for new,
determine the # of objects in

# (OES / Wco) In } = [✗
^

]OIg(×)
s that have weight n

"

,

-

The answer to the counting problem is;e#ggggyw,,,.?⃝
[x^7Iglx) ;

ie"

we say
a weight function is

"

good
"

if the

4 # foes / wco)=n } = II]0IgCx) .
answer to the above question

is finite for

PW-of.ci/70IgCx)---xn3Ixwco'
all n . OES

'

"g Our basic strategy is to try
to shove ( almost )

= [in] -2-2
wco)
✗

every problem we encounter into this myo ones
,

war)=m

framework . =
[×
"

] I Ixm . 1

EXAMPLE : BINARY STRINGS mores
,

wco)=m

fix new
,

and let Sm=&°. ' }?
= [ in]E×m( It )I OES ,

*
we can Sm the set of

"

binary strings
"

m >so
wco,=m

= It
of length m .

OES
,

Let wco) = # of
is in 0 for any

otfm '

war,=n

= # goes / wco)=n} . ☒

eg S3 = [ 000 , 001 , 010 ,
011

,
100 , 101 . 110,111 }

" "

In particular , we want to do something similar
W ( 101 ) = 2 .

2"

Then
,
the counting problem becomes

to the following :

① we start with an easy counting problem;
"

Determine the # of binary strings of ② Turn that into a GFI

length m with exactly n
is

-

"

③ convert that into a
GF for a

hard •"""^5

problem ;
which the answer to which is ( nm)

.

* usually using
the sum & product lemmas

④ And use that to solve the hard counting
EXAMPLE

let D be the set of all Dyck paths , problem .

ie D= UDN .

n7O

Define the weight function w to be :

for TIED, let wit) = # of N steps .

"

The counting problem becomes

"

Determine the # of Dyck paths of length 2n
"

,

for which the answer is ¥(%).



5-AUB ⇒ ¥gC×)= EACH -110,31×1 - To (x) Wca
,
b) = 9cal + pcb) -18 ⇒

-AnB §CCTHE Sum LEMMA >> -a×B(×) = -100T¥) -10,31×1
- '

-

let s be a set with weight function w '

ccTHE PRODUCT LEMMA >>
"

If S = AUB ,
then

,
let A

,
B be sets , and let

F-gcx) =
(X) + IOB

- I°AnB(× ) - ① a be a weight function on Ai

② p
be a weight function on B ; and

goof. for AES
,

let Xf :S → I be the indicator
③ w be a weight function

on 1- ✗ B-

fr s - t .
④ y is a

constant ( usually Zero ) .

✗ G) =
it ' 0€ "

suppose that wca.by#at-pb-8V-ac-A.bEB-
A L 0

,
o¢A .

Then since f=AUB .

thus *
this line is very important !

Halo) + XB(0) - Xt
( o) = 1 toes. Then

Thus Ia×Bc×)=ÑIj×Epl×F- (x ) + Epix) - Ioan ,zC×)A
*

if 8=0
,
then 0-1*131×1 = OIACX) -10,31×1 .

= XACOIXW
">
+ I.gr/Bco)x

""

wco ) P-wof.CI#BCx)= I ✗
"" b)

(a. b) c- AXB- Xantscox
= -2×2 -14cal -113lb

)

= [ (Aacr) -121,310) - Xan,z(0) ) ×
""

cable -1×13

OES

= I (1) ✗
WH = ×%g¥, ✗

"a)
✗

P'"

OES

= ( ✗
Ka) ) ( [ ✗

Pcb)
)

= Eg (x ) . ☒ bets

*
most often used in the case

-1^13=0 '

g.
= OIAWOT-p.CH .

☒

=z Generalization : if A
, , . . . , Ak , A. × . . - ✗An have weight"

2
In general , if S= YA ; with

* finite or

countable functions 4
, ,
. .

; on , w respectively ,

and

1- in -1J
= V-i=j , then union

*
we can also write

|IgCx)=§¥icf this as

Yai .
for any Ca

, , . . ..ae/c-A,x-..xtu ,
then necessarily÷.ie?::.:-::::::::.:::::.:::-DIS-oINTUNIAUB

'

We write AUB to mean
AUB

,
where

AnB=0 .
'

'

Note that

This is called the
"

disjoint union
"

of A

① the sum lemma generalizes for infinite unions ;

& B.
but

② the product lemma requires a finite product .

Why?
→ infinite products are often uncountable .



EXAMPLE : LOONIES & TOONIES COMPOSITION
"
A

" composition
"

of n
with h parts is

-
"

problem A :

1

a k - tuple
Cc , , . . . ,cu) C- ( Nz ,

)k with

"

You have 5 loonies ( $1 ) & 3 loonies ( $2) .

C
, -1

- .
- + Cu = n .

"

Howmanywayscanyoumake$7?"÷É The numbers ci , . . - , Cu are called the
"

parts
"

of the composition .

Sold .

We can make a table of all combinations of

3
Note 0 has a unique composition , and has

loonies & loonies :

$0 $1 $2 $3 $4 $5 0 parts . ( ie
"

C)
"

)
.

We say a composition is
" weak

"

if Cci . . . . .cn > c- Nh ;
$2 $3 $4 $5""¥|$°"$4$s$6$0

$2 $3 ie parts of size zero can be included .

$2

$4 $5 $6 ④ $8 $9

$4 EXAMPLE : NON - WEAK COMPOSITIONS

$6 ④ $8 $9 $10 $11

$6
-

Problem :

$7 appears
3 times

,

so there
are 3 ways

to

ifork.net/,de-erminethe#0fcompositionf-make $7 dollars .

of n with k parts
"

.

' "
problem B :

Solh
. .

Similar to the previous example ; but with
°

"compu+e[×7]C1-×-×2_×3_t-×s)(l-x2_×"-×° the following changes :

NowPry -

sold . Multiply each pair of terms .
- set of obis is ( Nz, )k

- set of obis =
Nh

- 0T (x) = ✗+5-1×3-1 . . .¥+É+¥+¥+¥+¥-+ - 0Iw= """
"

-1¥ , =×a→,
- .

= ( 1- ×)
- '

×
"

I + ×
?
+ ×

"
+ ✗

5
+ ✗

°
+⑤ +

- answer : [×n]( 1-× )
- k

- answer : Exn ] ✗41 - ✗5k

×
, / × , , ×

,
+ ×
,
, ⑦ + g. + × , +

yay,, , ,y
,

, = ,,
.u

, , , ,,
- u

✗
6

✗
•

+ + ✗

8
+ ×

"
+ ✗

' °
+ ×

"

= ((nk.ie ) )
= in:L) .

counting ,
thus coeff of it is 3-

"

We can use the pwductlemma to solve

problem A as well
.

let 1- = & set of loonies } , B-- i. set of loonies } .

✓ - >

EXAMPLE : WEAK COMPOSITIONS OF Kin c-

- "

let kin c- Ñ .

We want to determine the # of K- tuplesccii.ir/Cu1ENksuchthatc,-...-cu-.n.f
5011 . Consider Nk with weight function

WCC
, , .

. .

, Ck ) = C
,
-1 - - . + Cu .

Then the answer to our question
is

[ ×
" ]0IµuC×) .

Let 4 : → be the weight fn on

by di )=i
.

Then see
that

•

OI,y(×) =
Ex
""

= [ ✗
i
= ( 1-✗5!

c- c- i=o

Since Wcc , , .. ..cn) = Face;) , the presumptions
to

i. 1

the Product lemma
are satisfied ,

and so we "^

use it :

K

I
- ucx) = ( Iowa)) = ¢1 -✗5

'

]
"
= a- ✗5k .

By the
neg

bin -1hm
,
thus the ans is

Ex" ]ci-×5
"
= (( h )) = (4+1-1)

. *



EXAMPLE : COMPOSITIONS 2 PLUGGING IN NUMBERS

Problem : If S is a finite set
,
then OIs(×) is

"

Determine the # of compositions of ^
a polynomial , and so we can plug in

with an even number of parts ,
and a "

numbers into them .par+sareo -

'

In particular.

① OIGCI) = 1st ;

eg ( 1,3 , 1,5 ) is a composition of 10 w/ these

② ☒
'

sci)
= Iwtco) ;

properties
.

oes

Soil
.
Cet S = set of all such compositions . I} (1)

(even # of parts , all parts are odd ) -

③

yg
= avg of the weights .

And define the weight of a composition
to be

the sum of the parts .

④ we can also calculate the variance of
let odd

= i. 1,3 , 5,7 , . . .
} ← set of odd # .

Then

the weights similarly .
S= ( odd

)° U ( odd
} U ( odd

)
"
U " '

-

3
If S is instead infinite , then S is a

2h

= UCH
odd
)

. power series .

KZO

Using the weight fr
ki ) - i on odd . we see ① In some problems , we can evaluate

that ☒
'

gcp) for some OEP ' ' :

F-
odncx)

= ✗ + is -1×5-1×7 + . . .

this can be interpreted as some kind of

= ✗ ( I -54-1
.

expected value calculation .

By SL & PL
, ② In some problems, the radiuof

Ight = IE ( Sum lemma )

kzo
( Noda)
"
")

Éi.
2k ( Pwd lemma)

surprisingly ,

this is not a big deal
,
but

= ¥0#
odd
)
"")

we need to understand how to make

*
must verify

= ¥
,

( ✗( 1- ✗2)
- '

)
"

hyp of PL are sense of it .

satisfied .

= i-Ñ
, Cbyaeom Pwg)

and
so

i. answer = [x^](1-×z,-z) .

Remark : the fn ( 1- ✗41- ✗4-25
'

is an every
mm

function ciefcx.fi- x ) ) .

( The power series expansion of any

even function has only even powers of

×, ie of the form

aznx
"

. )

For n odd
,
the answer

should be 0
,
which

is exactly what we see .

HOW TO SOLVE ENUMERATION
PROBLEMS USING

GEN FUNCS - A STEP - TO
- STEP GUIDE

'

It's always the same for any problem :

① Figure
out the relevant set of objects

and weight function .

② Find a decomposition
or bijection involving

sets of objects .

* involves thought
③ step ② may

introduce new sets - introduce

weight functions for these .

Verify that weight fns are

' 'additive
"

( ie product lemma hypothesis applies )

④ Use the sum & product
lemmas

to

convert bijection, / decompositions
into equations .

⑤ Solve said equations .
⑥ Extract the answer to the original question .



SET OF ALL FPS WITH REAL
FORMAL POWER SERIES

; There are several variants on the concept COEFFICIENTS : REEX]]

of a

"

variable
"

✗ .

'

We write

"

Rex] ]
"

to denote the set of

①
"

variables
"

→ take values in a

"

FPS in ✗ with real coefficients .

range
.

②
"

constants
"

→ take definite values -

z
we give

R[ [ × ] ] the properties of a

③
"

parameter
"

→ variable treated like a

commutative ring :

constant -

① ( Addition &
Subtraction )

④ "

unknown
" → constant treated like a

If Acx) = ¥0 anxn & BCX)=¥bn×? then

variable
& * additive

⑤
" indeterminate

"

→ follows the rules of
Acx) + Bcx)=¥oCan+bn)×% identity :

algebra , but is not meant to have a Al×)-BC×)=¥Can-bn 0=-2 oxn
Value . n >o

- ② ( scalar multiplication )
z
The idea of

"

formal power
series

"

is that

For CEIR
,

✗ is not a
variable

,

but rather an

c.ACx)=Io(can)x
indeterminate .

③ Multiplication of FPS :

consider the question
:

f-ACxt-B-n.IO?Iabnk)x.
*

multiplicative
identity :

ii-meorfalse.nl?2-=l-x?'#-l--l--z.0xn④ Partially - defined division :

5011 . If ✗ is a variable , this is not quite ^¥¥=ccx)c⇒ACx)=BCx)c\ * iftrue ; ✗ =L is a problem . 131×11=0 .

If ✗ is an indeterminate , then using the

⑤ coefficient extraction :rule of algebra
g- =c c⇒a=bc , [×n]Alx)-so the formula is true : I -5=11-1×111 -×)

.

ANALYTIC V5 FORMAL POWER SERIES ⑥ Formal derivative :

-

Analytic power
series are of the d_×ACx)=A'C×)=§nan×^"=§cn-i)an-,x^fform

Ac×)=¥oan -

3
These definitions satisfy the usual properties

where
we would be familiar with .

① ✗ is a variable ;

eg - CACX) BCX) ) ( (X) = ACXICBCXKCX))
② Atx) is a function :

and

- distributive property③ A :C - r
,
r) → IR .

- CACXIBCX)) = A'(X) Bcx ) + Atx)
B'G)

z Fermat power series are of the form

- ele

ACx)=¥oan BINOMIAL THEOREM IN FPS

where
"

In FPS ,
the Binomial Theorem becomes a

① ✗ is an indeterminate : and
,

② we perform manipulations ,
but nerd definition :

plug in values of × . a+×)a=¥o(E
j Advantage of FPS :

"

The resultant theorem is that this becomes

we never have to worry
about the radius

like an exponential .
of convergence . e) Ctx)a(1+×)b = ( tix)a+b .

4
So our calculations will be valid even if

the radius of convergence
is 0 .

g
However

,
all the identities we know to

be true for Analytic Power Series are

also true for IPS .



Acx) IS INVERTIBLE (=) EXO]AC×) -1-0SUBSTITUTION/COMPOSITION
<< MULTIPLICATIVE INVERSES >>

We define ACBCX)) in two cases :
d

① If A(×) is a polynomial , say AH)=Iau×k
, ¥×, may or may

not be defined .
U=0

then However, we can prove Atx) is invertible

d

A(BCx))=¥oauBC iff [✗
° ]AC✗) -1-0 .

Puff. ((=) Write
ACX)=¥o9nX^ , and assume aoto .

- involves finitely many
FPS operations

Let Fcx)= ao - ✗ , Gcx)= Iaj
"- "

✗
^

.

- so RHS is defined .
no

observe that Fcx) acxl =/ i
indeed

,

② If [ ✗
°

] Bcx) = 0
,

then we define
acx) = ao

- '

+ go-2×-1 ao
-3×2 + . . .

& soACBCx))=¥oauB( FCXIGCX) = aoacx) - ✗ Gcx)

= I + ao
-'
✗ + ao-2×2 + . . .

This makes sense .

- ao
- '
✗ - ao

-2×2 - . . .

Key point : if we want to know [ ×
" ] ACBCX))

,
then

= 1 .

¥nds involving
Bcxlm ,

where m > n ,
don't

Let Bcx) = ao - Atx) . Note [✗07132×7=0 .

contribute .
.

.

. B(×) can be substituted into other FPS .

Therefore Thus we can do

[×n]ACBCx))=E✗^]§=oakB(× FCBCXIIGCBCX)) =L .

But FCBCX) ) = ao - Bcx)
= 90 - Cao - Atx))= Atx ) ,

and so GCBCX)) is the mutt . inverse of ACX) .
which only involves finitely many ops .

( ⇒ ) If Acx) 2- Cx ) =\
,
then necessarily .

(we can
' '

pretend
"

ACN is a polynomial . )
A- ( o) 2- (o ) =L

eg Consider
⇒ go 2- ( o )

=L

Acx)= I -1×-1×4 - . .
= Ix

"

,

⇒ ao -1-0 .
☒

Bcx) = ✗-1×2 .

WEIGHT PRESERVING BIJECTION
Then

A(B(×,) =/
+ ( ✗ +F) + 1×-1×4

"

+ (✗""
"
+ " "

:

let s
, , Sz be sets

,

& w
,
:S

,
→ and

= I + ✗ +5 Wz: sz→ be weight functions -

-1×2+2×3 -1×4

+ is +3×4+3×5 +
✗
°

suppose f :S , → Sz
is bijective ,

such

when we collect like terms
,
there are °^Y that wzof = W

,
.

finitely many terms to collect for each "Eff .
Then we say f

is a

"

weight - preserving

However
, suppose bijection

"

.

131×1=1-2-1 " f :S,→ Sz IS WEIGHT PRESERVING ⇒

⇒ ACB(×)) = It ( {
+ x) + ( £ -1×5-1 - - .

Is ,Cx) = Oiszcx)
= I

+ É + ×
'

Suppose f :S ,
→ Sz is a weight preserving

1- ÷
,
-1×-1×2

bijection .

+ f- + f-✗ + Igx
'

+ Ix
'

Then necessarily OIs.ci/=0IszCx1 .+ . . -

,

so each coefficient is an infinite sum
,
which we

cannot do
.

"
In all other cases

,
ACBCX)) is undefined .

2

This includes Acb) for any
be Rhino}

.

'

Guiding rule :

"

FPS is valid if any coefficient of the

resuitcanbecompu-edwithfin-i-elymarfan-thmet.ieoperations
"

.

In particular , no limits or infinitum .



CATALAN NUMBERS REVISITED EXAMPLE : THE CRAZY DICE PROBLEM

-

we can use generating functions & FPS to prove problem :

Catalan numbers .
"

suppose we have 2 6 - sided dice
,

& the

5011 . let P be the set of all Dyck
probability of rolling any given total

is

paths (of any length ) -

Define wits = # of N steps . for any
DE" Ib|¥¥"÷s÷%¥.÷¥"÷⇒

We have a bijection T.si#ssibetorepacethenumberson- thef :D xD → D) EE} .

un, ,
.

, µ. µ. . ,
.,.

.
. ..µa , ,,.wµ,.mµ,µµµµ,µ.?⃝

f- ( Ti , -112 ) = NITE -112 . without changing this probability table ?

( previously we explained why this a bijection) .

Sold . let S = set of sides of an ordinary 6 - sided

Then
,
consider the weight fn wof :DxD →

N .

die .

For
any CT

, ,
-1121 c- DXD , we have

let the weight of OES to be the number

( Wo f) ( Tietz)
= WCNTI, ETIZ

) = wit, ) + Wiz) +1 .

written on 0 .

Hence
, by the product lemma, Then

,

OIGCX) = ✗ -1×2 -1×3-1×4 -1×5-1×6 .

☒
☐✗☐

(×) = ✗ ¥Cx) OI Cx) .
D

The set of ways to roll a pair of
dice is Sxs .

a-
wrt to wof Define the weight of a pair

to be the total

Moreover
,

as f is a weight
- preserving bijection by construction ,

of the two numbers .

it follows that
Then

Ipyi.gg/Y--0IDxD(×) -

§
-s×s(× ) = OISHI by PL .

But
Hence the probability of rolling n is

☒
pyiigcx )

= Ipad - OI;yl×l= Ipad
-1 .

and so by sabst? we get p = ⇒ [×" ]Is×sCx)

✗ Ipa)
'
- Epix) +1=0 -

= % -4^70-1,1×12
The rest of the solution proceeds as before -

Now
, suppose A. B are the sides of our

Cie solve this equation ) .

' '

crazy dice
' '

,

and the weight is the +0" "

and we get of the numbers written on each side .

I,(× ) = ¥0 (1) ✗
^

- ☒ ceg if the first die had 1,74%4,9 , then

= ✗ + ×
' -13×4-1×9 . )

Then the set of ways
to wet pair of

dices is

1- ✗ B ,
and

It .BG/)=OIfCx)OIBlx ) .
Thus

pwb. = %[✗
"

1%1×10=131×7
we want

OIACXIOT-p.ch = Oishi .
Idea : factor Iga,

'
& redistribute the factors to try

=

and find a solution .

Ipg)= 6 :

② since #s on each side 31 , for both ¥ & OIB

we need a factor of ✗ .

③ coeff of IOACXI , OIBCX ) are 30 .

In particular , see that

Iga ) _- ✗ C E- ✗ +1 )
.

We need

needed to ensure

OIACN-OIycil-OIB.ci)=6 .

OIBCX) = L

Hence the only possibility
( so that 1- IS or

Bts )

°IyCx) = ✗ (✗ + 1)
(5-1×+1)

= ✗ +2×2 -12×3-1×4

& TIBCX) = ✗ (✗+ 1) ( + ✗ + 1) (E- ✗
+15

= ✗ -1×3-1×4 -1×5-1×6
-1×8 .

These satisfy all the conditions , and so we conclude

the crazy dice exist :

die 1 = 1,2
, 2,3 , 3,4

⇐ die 2 = 1,3 , -1,5, 6,8 .



CYCLOTONIC POLYNOMIALS PARTITIONS OF AN INTEGER
'

In the Crazy
Dice problem ,

how did we "

An
"

integer partition
"

of n with k parts is a

1 1

factor OIGCX) ? K -tuple ( R
, , .

. .

,
Ru ) of positive integers

such

see that that R
,
} Izz . . . z Rk and R

,
-1 - ' ' + Ru=n -

Iga)= ✗-1×2-1×3 -1×4-1×5 -1×6
In particular,

= × .

① we simply say
D= (R , , - . - , RK);

"z There exist polynomials $nc×)EZ[×] th"
'
' ② n is called the

"

size
"

of R ,
and

called the
"

cyclotonic polynomials
"

'

such that
we write 1,21 = n or Rtn ;

③ K is called the
"

length
"

of R ,

and

① ×
"
- I = IT 0d( x) ; &

we write lol)=k;dln

② cfncx) = IT ( ✗d- 1)
^" " "

,

where ④ R
, , . .

.

,
,z
,,

are called the
"

parts
"

of R .

dln

µ(. ) is the
"

classical Mobius function! # OF PARTITIONS WHERE ALL PARTS ARE

Em
defined by

µ ,n,
= {

c- 1)
k

,
n is a product of n distinct LC PARTITIONS PROBLEM I 77

primes '

problem :( 0
,
otherwise.

③ ¢n(× ) = IT ( ✗ - e
""¥

)
.

"

suppose m
,
new . Determine the # of partitions

OEKCN ,

gcdcain)=l ofninwhichallpar-saretm.FI
④ On Cx ) is an irreducible polynomial .

lg for m=3 , n=5 : ( 1,1, 11,1 )

( Z
' " " " > } " S" "

p-wo.mn .

Use ③ as the deft of Oni) . ( z
,
z
, ,, partitions .

Then
,
we check ① holds - ( 3,1

,
, )

( 3,21
In particular,

① ⇒ ② by the
"

Mobius Inversion Theorem
"

, Sol ? . let Pm = set of partitions D= CR , . . . . .RU) such

Fat Ri Em Yi
,

where KEN .

and

③ ⇒ 0nA) c- QQ] , let the weight function w :P → by
m

but

② ⇒ ( × ) is a
ratio of integer polynomials - WCR)= 1/21=2

,
-1 . . . + Ru .

Let Sm= ✗ 2N ✗ 3N × . . . ✗
mN , w/ weight fn

Together , these tell us that 0nA) c- 2-1×3 .

Ñ : Sm -3N by Icc
, , . . .

,
cm) = c , -1

.- - + cm .

④ is a non-trivial -1hm of Gauss
,
beyond the scope

we claim we have a weight preserving bijection
of the course . ☒

f. Pm → Sm .

3
5°
'

Define f- ( R , , . . . . Rn ) = Cci , . - - icm) ,
where

✗6_l=%Cx)¢zCx)¢zCx)0iI
Ci = i. # Ej I Rj=i } .

&

* ( ×) = ✗
2- ✗ + I = ( ✗6-1) 1×3-1511×2 -1)

"
(✗- 1) eg m=7 , D= (5,513,3

, 3,3 , -42,1) ,
then

µ(×) = ✗2-1×+1
= 1×3 - 1) (x - 1)

- "

for) = ( 1,2 , 4,0 , 2. 0,0 ) .

Thusyµ,=×+,=,*,,,
0 ,(× ) = ✗ - I = ( x - 1)

. Ilpmcx) = Oismcx) .

which we get via ② . Now to figure out Ismail , proceed as in composition

examples .
let g. : in

→ TV by 9. cn1=n .

Since Ñcc , , . . . , cm)
= 4.(g) + . . . -1 9m1cm) ,

we can use

the product lemma :

Ismail = É0IiNC×)
=Ñ(E. ×

"

)
in

= -1T¥ ( = Ipmcxll ,c- =L
and so

m

answer = Ix" ]
.

*
There is no reasonable way to simplify this further .



# OF PARTITIONS = [✗^ ] Ñ ,
m > n GENERATING FUNCTIONS WITH 2-1 WEIGHT

← PARTITIONS PROBLEM 2 FUNCTIONS : OIGCX,y)
'

Suppose S is a set of combinatorial objects ,
-

Problem :

and we have two weight functions wiS→Ñ

ide-erminethelt-ofpartitionsofi.fi & wz :S -3N .

2
Then

,
we define the generating function

with respect

so / 1 . Let man .

Then every patitim of ^ to both w
,
& wz

is defined by

has all parts Em
.

*

generalizes to more

By problem 1
,

the answer
is §gc×,y)=¥gÑ""yW

[✗
n ] -1T£

well .

c- =/ 1- ✗ i ,

MIN .

In particular , [✗my
" ] Islay ) answers the question⇐ www.sina#sis+- +

a" un.wm.nyo.su#nw...,..moew???,=i.?y
" "

sufficiently large m lie m> n )
,

we may
write this answer as

a

[xn] 1T¥ .

( see below ) .
i= ' sum (Emma FOR 2-1 WEIGHT FNS

In particular, the gen fn for the set of

let S=AUB ,

with weight functions w , :S →
&

all partitions , wrt their size
,

is

a

¥41 = ¥ .

wz :S → .

or Then

INFINITE PRODUCT : IT Ai(×)0-gcxiy7-0-aa.yl-O-pcx.yl-J-anp.CH#~--li--I
m

'

Suppose film is the
"

correct answer
"

for
,

*

generalizes to more sets & more weight fns .

any sufficiently large
m .

Then
,

we may just write PRODUCT LEMMA FOR 2-1 WEIGHT FNS

Tfil×)ñTfi
'

let f
,
B
,
1- ✗B be sets with weight functions

i=i

for such sufficiently large n .

① y, , gz
: 1- → Ni

' "

z
More formally. let Aix) , Az ii.

-

c- Rt"] ]
② p , , pz :B

→ Hi

be a sequence of FPS .
③ w

, , wz
: 1- ✗ B → N ,

we say
that

and let z
, ,
yz be constants .

an=[x^]Ñni=i Suppose
if there exist a

NEN such that for "Ywicx.yj-q.cn/.y)-pilx-y)-Ji.i--1i2-&m3N
we have

Then necessarily

an=Ex7,A %×B(×iy)=Ñ'y"Etc×iy)EpCxiyÉ
If an exists for all new

,
then we say

*

generalizes to more sets finitely many) and more weight

iAil×)=¥an functions .

where Aicx) is a FPS for each i.



EXAMPLE : COMPOSITIONS , PART 1 SPECIALIZATIONS OF MULTIVARIATE GEN

"

Problem : FUNCTIONS
'

Note :i.De-ermine-helt-ofcompositionsofn.no ① OIGCI , 1) = 151 if 1St < or ;

soil . let S= set of all compositions . ② §g( × ,
, ) is the generating function Wrt

In particular, W
,
;

S = U N
"

* if w
,
is a good weight function

Uzo 31 -

by itself ;
Define two weight fns on S with

ie the answer to the problem
"

how

W
,
Cc

, ,
. . -

, Cu ) = C
,
-1 . . . 1- Cu ,

many elements of S have w.co)=n
?
"

w2( 4 , . .
-

, Cu )
= be

.

is finite for all n .

Then the # of compositions of n with K parts is

③ $s( by) is the gen func for
S wrt wzi

[ xnyk ] Islay) .

* need to check similar to
above .

Define two weight fns on Ñz, by
④ [×

"

]0IgCx,y) is a power
series in y .

9
,
(c) = c

so that wicc, , . . . , Cu )
= 4,4, ) -1 - - ' + 9%1 , - the

gen fun, for
the set TOES / 40)=n }

and Wrt wz .

42C c) =/

⑤ Ey
"

] #sexy) is a power
series in × .

So that wzcc , , . . . , (a) =
be = he , ) = 921C, ) -1 " - +924k) .

- the
gen func for

the set does / wzco
)=n }

Thus
, by SL & PL

,

wrt Wi .

Islay) = ¥oTQ:<ix.y
)

⑥ §g( × ,×) is the generating function for

S Wrt W
,

where wco ) = W ,
( o) + wzco) .

= (Ensino)
"

Then as

EXAMPLE : COMPOSITIONS
IN
,
,( ×,y)

= ✗y + Ey + x3y+ . . .

"

problem :

=¥× . ""aY#%pa,?Tzit follows that
"

Determine the # of compositions of ^
'

Islay) = EC ,×§= )
"

Uzo

= Sol ? .
let S= set of all compositions , as in pnev

1- ¥. example .

=

'

⇒ Islay ) = ,!,y
Therefore ,

Wrt W
,
Cc
, , . .

.

,
Cu ) = C

, -1
. . .
+ Cu & Wzcci , . . - , Cu) = k .

# of compositions of ^

= [xnyh]
,

.

with K parts Thus
,
our answer is given by

[×"]A(xiy) =¥,o( [×^y^] Acxiy)) ym [×^]§g( ✗ it ) = [I]
,

=[×^]
, - 2x

.

<< A WORD OF CAUTION ABOUT COEFFICIENT

NOTATION 77 = [✗
^

] - Ex
" "

]

Consider

=
{ 2^-2^-1, n > I

Fcxiy)
=
It 3×+5×92 - ✗Zy

= , + (3+55)×-9×2 ' ( 1
,

n=0

Then
I 2^-1

,

n >it

[XYZ] Flay)
= 5 . answer={,However

,

note that

[×]FCx,y)

is ambiguous ( it could be 3 or 3+551 ' but
* However , consider §s( I ,y ) .
This should be the af fr S wrt # of parts : ie

we define it to be

this answers "

how many compositions w/ k parts ?
"

[×] Fcx ,y)
= 3 -15yd .

But this is a bad question ( there are infinitely many"

In other words , we define
such compositions ! )[×n]ncxiy)=§([×^Y^]^("Y')Ñ go we should expect the substitution ✗ =L to be nonsensical.

however
where the RHS is a FPS in ym -

OIscl.gs = ,.y = ÷ = 0
,

* this generalizes to more variables as well .

we will write which is a garbage calculation .

4

[x^y°] Alxiy)

to mean the
" normal

"

coefficient of the

original FPS -

ie in our example , [xy°] Alxiy
) =3

.



STRINGS
AMBIGUOUS / UNAMBIGUOUS [OPERATIONS]"

A
"

string
"

is a finite ordered list of

symbols taken from an alphabet '
'

For uiion
:

we say
"

AUB
"

is an

"

unambiguous
"

operation
Initially , our alphabet will just

be
=

if AnB=0 ,

40,1} ; in this case our strings
and

"

ambiguous
"

otherwise .

will be called
"

binary strings
"

.

'

For concatenation :
"

ol - strings
"

or

"

40 ' '} - strings
"

' 2
atenation is a map

Note that

eg a = 11010 c- length __ 5
A×B → AB -

b = 0001 C- length =4
If this map

is a bijection ,
we say

The empty string
"

E
"

has length O '

AB is an

"

unambiguous
"

expression .

CONCATENATION ( and
"

ambiguous
" otherwise ) -

-

we define
the

"

product
"

of 2 strings
+°

- always surjective by deft of 1-B-

be their concatenation : For the Kleene star :

1-* is
"

unambiguous
"

if all unions are

ab = (digits of a) (digits of b)

disjoint , and all concatenations
aresE=E

unambiguous .

"

z Properties :
"

For more complicated expressions,

① It is associative"
these are unambiguous if all the constituent

② It has an identity
element ;

operations are .

→ so the set of strings
behaves like a

eg
• -1=020,00 }

,
13=41,11 }

,

C-- is,o }
.

monoid .

• 1- BC is unambiguous
:

③ But , it is non -
commutative ;

⇒ 001 must be Coo> (1) (E)

④ And we have no
inverses .

⇒ every
other element of

this set can be

CONCATENATION & UNION [OF

produced only in a single way .

LANGUAGES]
• CAB is ambiguous .

"

If 1- & B are sets of strings
Cie

⇒ because CA is ambiguous .

"

languages
"

)
,

then we define
⇒ 00 = (E) ( 00 )

or
( 0710 ) .

AB = & ab : AEA ,

BEB }
o AUB is unambiguous

: butAUB=&s:aeAorbeB↳-
• AUBVC is ambiguous

KLEENE STAR EOF A LANGUAGE ] ⇒ since 0 c- Ave .

.

' ' " • 1-
*

is ambiguous
① We define the

"

Kleene star
"

of A
to

⇒ 000 = 0100) = ( 00 )( 0) = COCO)CO )
be

1-
*

= ice} UAUAAUAAAU
' "

ADDITIVE WEIGHT FUNCTION [ON A SET OF

STRINGS ]
= Jai

,

i=° A
"

weight function
"

w on a set of strings

where to = i. E} & 1-
"
= A -" A "

is
"

additive
"

if

w(ab)=wca)-wcb
eg To,l}* is the set of all strings .

for all strings
a. be Ion }* .

eg
- length of

the string

DEFAULT WEIGHT FUNCTION ON SETS OF STRINGS

= LENGTH
"

Unless otherwise specified , we assume the weight of

a string is its length.



GENERATING FUNCTIONS OF COMBINATIONS ZERO - DECOMPOSITION

OF SETS OF STRINGS A
"

zero - decomposition
"

is of the forms

-

let A. B c- Io, , }* , and let w be an
① go, ,}*= ( oil}*&o} )* It}*

additive weight function . =&i}*Cio}&l}
Then

IWY - see that

① If 1- UB is unambiguous , then

*
Ciel}*&o} )&i}*

= l-§÷y×) ¥1}* " '
OT-yuB.ci/)=EyCx)-0pcx):#-- . =

② If AB is unambiguous ,
then

= ☒
go, , }*C×

' '
☒

ONE - DECOMPOSITION

¥ABC×)=%c×)JBc× '

The
"

one -decomposition
"

is

③ If 1-
*

is unambiguous, then

go , , }* = ( go}*iu} )* to}*=&o}*(iu}&o¥*c×)=§
PCA , , . . . .tn) IS UNAMBIGUOUS

, BiEAi ⇒PIG . ① follows from the SL ;

② : AB is unambiguous PCB , , . . . ,Bu) IS UNAMBIGUOUS

⇒ we have a bijection -1×13-71-13 .
'

Cet et
, , ..

.

,
Au be sets of strings , PCA, , . . . . Au) is an

This weight function
is weight- preserving

if

unambiguous expression , and B,EA, , . .
.

,
Busta .

we define
w(a. b) = wla) + wcb ) > Then PCB, , . . . . But is also unambiguous .

i. OT-4131×1=0--1-+131×7 Iain OIBCX ) .
EXAMPLE : SET OF STRINGS THAT DON'T HAVE

③ : If# 1×1 ¥o$yic×) 111 AS A SUBSTRING

② '

Problem :
= ¥o(Ein)i "

let s be the set of strings that do not

=

1-

1- $y(× )
( by geometric series)

.

have '

111
'

as a substring .Find0Ig
EXAMPLE : ☒

go, ,}*l×)
- "

The set of binary strings is 40,1}* - so/ 1 . We claim

S = Io, 10,110 }* ice, 1,11 }
→ Then

is an unambiguous expression .

¥0
,
, }
#
G) =
#
1- ¥0,1}'" why does this set generate

S ?

eg
Consider 110101100in .

=

⇒ ¢110) ( 101C 110)C0)) ( t ) .
= 1+2×+4×2 + 8×3 + .

- .

,

From this
,

we get
that

which is correct

( we have zi strings of length i. ) °IgC×) = ☒
go.io , , ,o}*(

×> ¥41,11}
")

SUBSTRING = 1-OI.io#.zcxT&ie.i.u}
'"

'
"

,
A

"

substring
"

is consecutive letters that form
= l-(×+×j (1-1×-1×2)a word '

"

2
A

"

subsequence
"

/
"

subword
"

is a substring ,

but

¥an=¥×the letters might not be consecutive .

eg 1000100101 But why is the expression for S unambiguous ?
-
- - -

In particular ,

¢0,10 , 110 }* E oil }* :O} .

Take

pct, , Az, Az ) -
- CA, Az) It }

w/ f , __ 1-3=41}* ,
1-z=É0} ( in below example)

we know

④ 13*40} )*ii}* is unambiguous .

Then
,
let

B
,

-- i. e. 1,11 } c- A
, ,
132=44 Etz , 133=441,11} E -13 .

Using the theorem
,
CB ,Bz)*Bz is unambiguous ,

which

is exactly our expression
-



ZERO- BLOCK : 40350}* EXAMPLE 2

Problem :

A
"

zero -block
"

is a maximal

non - empty substring of Zeroes . . -

Determine the number of strings of

"

length n such that every block of 0's

z
Here

,

"

maximal
"

means it cannot be igg.y.w.agyaynge.yw.no#extended .

→ on the other hand
,

"

maximum
"

= biggest
eg

"

1110000111111 001111
"

possible .

5011 . let S be the set of such strings .
eg 10110000101
& I maximal

maximum
] Then note that

ONE- BLOCK : It} It}* s= i. i}*(Air}ii}*)*
-

An
"

one-block
"

is a maximal non - empty where

1- = 401,0011 , 000111 , - . . n , . . . }
substring of ones .

Then see that

BLOCK- DECOMPOSITION oIyc×, = I
-1×4-1×0 -1 . "

x2
' "

The
"

block - decomposition
"

is =
,

¢0,1 }* = go}*( i. I } oil}* 103%3*1*11}*
(and from here

,
we can get OIGCX) ) . #=&i}*(&o}&o}*&i}&1}*)E0}* RELATING PREVIOUS CONCEPTS TO STRINGS

"

Notes about old examples :

idea. 41341}* is a block of 1s : do}io}* is a block

① Dyck paths
of 0s -

we can
think of Dyck paths as strings

But ,

go}*=€1u go} :O}* lie empty or 0-block) in the alphabet IN,E} .

If we let D= set of Dyck paths. then

it}*= is} U it}&l}* lie empty or 1-block ) .

D= die} VIN}D&E}D .

EXAMPLE 1
So we can get an expression for OIDCX) from here ,

"

problem :

and so on .

② Partitions.

t.pe/-erminethe#ofbinarys-nngs0f1eYthf we can
also view partitions as strings

in the

n such that all blocks are of odd length .
' '

alphabet i. 1,2, 3,4 , . . .
} =

31
.

let P be the set of partitions written backwards

5011 . let S be the set of 01 - strings where all blocks

Cie smallest to largest
. )

have odd length .

Then see that

Then see that
p= ¢ ,}*;z}* i.33*14

}* -
' '

S = ( ice} vi. I }&u}*)(&o} i.003*413%1}*)* INFINITE CONCATENATION PRODUCT:

( ie} V10}ioo}*)
.

d-
,-121-3 . . .

-

' '
l,

=P
,
let 1-

i. Az , . . . be sets of strings, and suppose
[ Apply the rules to get Qtgcx) . )

Eeti Yi .REGULAR EXPRESSION
Then

,
we define

the
"

infinite concatenation product
"

to be

"

we say an expression for a set of strings •

AiAzAz...=YA,-..1m↳which is built from
-

① finite sets of strings :
&

z
Since get, , the

union is never disjoint , and so

② the operations of U
,
concat .

,

* ;

A
,
c- 1-

, -12 E 1- itztz
E- - .

is a
"

regular expression
"

.

3
We

say f.
1-21-3 - . . is unambiguous if

*
note regular expressions

can still be

d- 11-21-3 - . - Am is unambiguous for
all M .

ambiguous !

Fitz . . . IS UNAMBIGUOUS ⇒

10
-7,1-2 . . .

(X) = PTOT
i= , iticx)

<< INFINITE PRODUCT LEMMA FOR STRINGS>>
'

Suppose 1-11-2 - .
. is unambiguous .

Then necessarily
a

°IAAz...c×1=¥%



ADVANCED STRING TECHNIQUES

SUBSTITUTION : aEq→R] , 1-[9-312] EXAMPLE : SMIRNOV STRINGS
'

Let Q be an alphabet, with qeQ .

'

'

A
"

Smirnov string
"

is a string where no

Let REQ* .

letter appears twice consecutively .

Suppose we have an
aeQ*

,
and write

eg in ÉO, 1. 2,3 }☒
,

012130121301 is a

ai-aoqqqaz.i-q.am#- Smirnov string .

Then
, we define the

"

substitution of a of q
Problem :

by r
"

by
"

Find the GF of Smirnov strings inaEq→R]=&ao}R&a,}R...R&am}
40,1 , . . .,k}* , wrt to Wo ,w, , . . . .

Wu defined

£ If 1- C- Q*
,

then we similarly define earli
A[q→R]=aUta[E→R] sun. . at f- set of Smirnov strings .

eg
Take 01 - strings, and let Then see that

SEO -3903103*7-4-341}ii}* ] . . . [ k→iu}Ék}*]A- = 40101 , 001}

R = ¢111,101 } . = 40,1 , 2,3, - . .

.

k}* .
Consider 1-[1-312] : so

, by our theorem
,

✗ u

0101 001 Igc ,¥o , , ,
.
. . .

Fu ) = i-cu '

I t r T T

A- [ (→ R]= { 01110111 00111 block of block of block of

c OTIOTI oo } O's is K 's

010-10 Then
, let yi=¥! , so that ✗i=,? .( 010-101-01 Thus

'

Then
,
we say

1- Eq→R] is unambiguous iff all

3 ¥40 ,
- - i. Yu > = ,-(÷;o-¥) .

concatenations & unions in the definition are

unambiguous .

01-f[q→R]l×)=¥f(Xo, - . -1×9-1 .#R(✗vi.--in)
, ×q+, , . . . ,×k)

CC SUBSTITUTION OF GFS >>
'

Suppose 0=40/1,2 , . . . ,k} , and let

Wi
= Q*→ N by wico) = # of i's in 0 .

let A. RE
Q*

.

Then necessarily

[q→py(×)
= (Xo , . . .

/
✗q-i.OIRCXoi-i.PK) , ×q+, , . . -, Xu) .

Pioof . By definition .

1- Eq→R] = U a[q→R] .
AEA

so by SL
,

01TfEq→R](%, -. . /
✗a) = IoT

act _a[q→R](
✗0 , . . . ,✗u )

= 2- I cxo , . . . ,✗u
) -

a c-A ciao}R&a,} ..- Rican}
PL

= III.aoi -)$R(→ ¥:a,}c -7 . . . IR(→ Egan}c→
AEA

= I×ao✗a,×a2 - - - Xamtpxo , . . . , ✗a)
WE'"

AEA
Wqla ) wkca)

= I ✗Id"✗,
" '"

. . - OIRCXO, . . . ,✗u ) . . . Xu
aet

= ☒
-

A
( ✗ or ✗ 1 . - i - i OIRCXO, . . - , Xu )

,
. . . ,

✗
u
)
.

☐E



MARKING TECHNIQUE

EXAMPLE : STRINGS WITH NO

011 SUBSTRINGS

What if we change
'

011
'

to
'

0101
'

?
"

Problem :

Our previous strategy
wouldn't work

,
since we need to

"

Determine the # of 01 - strings of length
allow things like

n that don't have
011 as a

0100111
01111gugg.mn#

So
,
to solve this problem,

we just introduce

so,I . consider the set ✗ of ° ' - strings ' where

overlapping circles into X :

occurrences of oil may
or may

not be marked .

✗
= i. on .

, ,

. . .
}

eg 0101110110011110 C- ✗

Cno marks ,
has 0" ) EXAMPLE : BALLS & BINS REVISITED

all different
01④ 10110 110 elements

'

Problem :

woman, , no,
.no, , mama

, } of × .

"Howmanyswjectivefunctionse×is-fnm01 '④0 " 0

to In] ?
"

(all 011 marked)

let YE ✗ be the subset of ✗ of strings
( h balls

,
n bins

, everything distinguishable, at least

in which aI occurrences of 011 are marked .

one ball
per bin)

eg
c- Y 5011

. idea : note

0101010 c- Y
surjective (⇒ nothing

not in range .

let the weight fns Wo ,w ,
be defined by

Then
,
consider the set ✗ of marked functions

wo : ✗ → by wo= length of string

w
, :X → ☒ by w

,
= # of markings Cie circles) .

f :[ h] → [ n ]

Consider I✗C✗iy ) , OI Cx,y) . where elements of [n] which are not in
range (f) Ray

y
If we regard each circle as a separate

"

letter
"

in or
are marked .

alphabet , see that .
eg / Eh] I 2 3 4 5

✗ =y[0 → i. 0
,
:}] c } c- ✗
--

keep the
remove the ( [n] ?

circle
circle

Thus by our thm
, (3 c- En] is marked .)

OIycx.gs = ☒y(×, #go, }
"'T ')

Define YEX be the subset of marked functions
= IyCx,y y -11

F To circle
where all elements not in

range are marked .

with

we want 10 occurrences of 011
,

circle

eg ( Eu] I 2 ? 4 5
which is given by < it to } c- 4

.

[yo ]§yl×.y)
= Iy(" °) ( En] i ② ③ y
= §✗( × , - 1) Then

,
let the weight function w be defined as the #

Then

of markings .

7=40,1 , }*
,

see thatand so

☒
✗
ix.g) =

z = YEO → i. ☐ → i } ]
,1- ¥

:O, , }
"'T
)

-

and so
= |-×+PyJ .

Thus ¥cy) = IyCj+
Ey°]0Iylx,y) = ☒

✗
cx , -1 )

we want elements of Y with no markings (which are

= l-×txÑ surjective functions) ; ie we want

= i - Eyo]§ycy) = ☒yco)
= ☒

✗
C- 1) .

Hence the # of strings of length
^
that

Finally , to determine ☒
✗
(×) :

don't have 011 as a
substring

is ① we first pick the elements we want to

[ in] #
✗
Cx
,
- 1) = [✗

^]1×3 . circle ; and then

② construct a function f
: Eu] -3 (uncircled

)
.

Then K

¥W=É( f) (nj)
j=o-

# of ways
to create

object of X w/ j

and so
circles

answer=¥(j)cn-j)"



Section 2:
Graph Theory
GRAPH ADJACENT, NEIGHBORS

,
INCIDENT

,
'

A
"

graph
"

G consists of a finite
set Vca)

JOINS
and another set Eca) ,

where
'

If e=xy lie e- ix. y} ) is an edge of G
,

① ✓(a) is called the
"

set of vertices
"

; &

we say :

-

singular of
' vertices

'

is
' vertex

'

① ✗ is
"

adjacent
"

to y ;

② The elements of Eca) are
unordered pairs

② ✗ and
y

are

"

neighbors
"

;

of distinct elements of Vca ),
called

"

edges
"

.

* usually , we write
③ ✗ is

"

incident
"

with e ,
or e is

p=lvca)li & incident with ✗ ;

eg let a be s.tq-IE.ca> 1 . ④ e
"

joins
"

✗ &
y .

Vca) = II. 2,3, -1,5 } SET OF ALL NEIGHBORS : Nlv)
,Ecce) = iii. 2} , 41,3} , i. 2,4 }, 43,4} . 44,5}, DEGREE : degcv)42,5}} .

We often drop the & } for edges ,
& just

write '

If ✓ c- VCG)
,

we define Ncv ) to be

'

uv
'

instead of iii. v}
. the set of all neighbors of v.

-

' '
1
,

we can also represent G by a drawing :
z
The

"

degree
"

of u is defined to be

• I

degCv)=lN5-• 2
'

} degcv ) is also the number of edges incident

• •

3 with v.
4

Another possible drawing : ISOMORPHISM
,
ISOMORPHIC [GRAPHS]

*

generally , we prefer - "

I
let G. It be graphs .

straight-line over

"

•

Then
,
we say

a function f : Vcu) → VCH)
is an

curlylines "

isomorphism
"

if
(since straight lines are

easier to visualize ① it is bijective ; &

Another possible drawing :
and study ) ② it

"

preserves adjacencies
"

; ie

uvEE(a)C⇒fCu)fCv)E=c
• s

*
we also don't want edges

to cross themselves .
" "

z If such an isomorphism exists
,

we say
6 & H

ALTERNATIVE VARIANTS OF GRAPHS are
"

isomorphic
"

.

eg consider the following two graphs :'

Variants Cnontsnudniednintnhisnurse
) :

• I
•
a

① Infinite graphs :
- Vca) is an infinite set G= 4•• 2 H=d•(•_f•b② Directed graphs :
• Edges in Eca) are ordered pairs of

•

,

vertices These graphs are different sincevcalt-VCHY.TT
.

but
ya , VCH ) is an isomorphism .

③ Graphs with loops; ,
- a

b

• Two vertices in an edge can be the

}#g
4-

same
' '

3 Isomorphic graphs have the same structural properties ;

if we only care about these
,

we sometimes omit the
④ Graphs with multiple edges:

• Eca) is a multiset - vertex labels from drawings .

•
*
this is net a drawing of a graph ,

eg€- ✓-• since the vertices are un - named .

etc , ✓ This is a drawing of aniim



I degcv) = 21 Ecce) / CUBE GRAPHS : Qn
✓C- VCU)

LC THE HANDSHAKE THEOREM>>
'

"

on
"

is the graph with *
Cube graphs are

VCQN) = 401 - strings of length ^ }
regular .let a be a graph .

Then

and two vertices 0,0
'

are adjacent iff

,a,degcv)=2lE they differ in exactly one position .

•
' ° '

• Iii

eg •
' LHS = 1+2+2+3

% Qi : 9-
•
I

①
3
:

• • ◦ , ,
001

= 8

3
• 2

RHS = 2147=8 . Qz :

•Ñ{ 01
•
too • 110

2

Pioof . Consider the
set _•

, ,

ouo•
•

0,0

p = i. ( v. e) / reveal .
ec-E.cat, ✓ is incident to e }

. .

2
In particular.

For each vertex v
,

there are degcv) edges

/ VCQN) / = 2
"

; &

incident with v
,

and so

Ip , =
I deg" . lEcQn)I=n.z
✓c-Vca)

For each edge EEECG)
,

there are two vertices
why ? I degcv ) =

nzn .

incident with e
,
and so

KNESER GRAPHS
IP / = 2 / ECG)1 . "

Fix n.m.ie .
* Kaeser graphs are

Proof follows .

regular ."

In particular , it follows from the thm Then
,

2
✓⇔s = m -element subsets of [ n]

that the number of vertices of

edges = A & B are adjacent <⇒ IAMB / = K

odd degree is even .

-

2 Special case : n=5
,
m=2

,
6=0

.

K- REGULAR [GRAPH]
( The Petersen graph) ."

A graph G is
"

K - regular
"

if all vertices "

of G have degree
K
.

eg •\• This is 2- regular .

\•-•/ EXAMPLE : ARE TWO GRAPHS ISOMORPHIC
TO PETERSEN

•

This is 3- regular .•

If
•

'

Problem :

•
•

ie+a=¥¥•"←¥÷÷EXAMPLE 1 : 7-REGULAR WITH 103

VERTICES
- "

problem :

Is A
isomorphic to the Petersen

graph ?
"

Is B?
"

"

Is there a
7- regular graph with'°3verÉ

To
prove 2

graphs are isomorphic, write down on

isomorphism (and verify it) .5011 .
No
,

because such a graph we would

have
To

prove 2

graphs are non - isomorphic , we identify a

2 / Ecce) / = 7.103 structural
property that is different .

and the RHS is odd .
#

% See that B has a

'

cycle
"

of length 4
,

but the

petersen graph does not .

But A is isomorphic . → can check infinite time
.

COMPLETE GRAPH : Kn
"

A
"

complete graph
"

,
denoted as Kn , has eg Us

⑥

n vertices & all pairs of vertices are

☒adjacent .
⑨ ⑨

BIPARTITE GRAPHS & BIPARTITIONS

A graph is
"

bipartite
"

if there is a partition

CA
,
B) of Vca ) such that every edge joins

a

vertex in A to a vertex in B.

2
In particular , LA

, B) is called a

"

tripartition
"

.

eg A

*:*
B



COMPLETE BIPARTITE GRAPH : Km,n PATH
"

"

""
"

" " "" ""
" """

|
'

The
"

complete bipartite graph
"

km
,n

has
*

repeated .

•KooKoo? We also use

bi partition CA ,
B)

,

where
"

path
" &

CYCLE
① IAI __ mi

"

cycle
" to

"

A
"

cycle
"

is a
walk such that

② 1131 = ni
& refer to

③ Every (a. b)

g.

c- A

:B igs
an edge

ab '

① It is from a vertex to itself "

subgraphs
② No edges

are repeated: defined by the

9 1<314 ③ No vertices are repeated except vertices /edges
in the walk .

first __ last ; &.#☒ ④ It has at least has one edge .

SUBGRAPH Ei'

let a be a graph .

eg
A

"

subgraph
" H of G is a graph

12324564 is a Wald
such that

6123 is a path
① VCH ) C- Vca ) ;

& ,•%•\ , ' 24561 is a gate .

② ECH) c- Ecce) .

SPANNING SUBGRAPH

It is a

"

pÉ
"

if SHORTEST WALK FROM u TO V IS A

VCH )= Vca ) . PATH
INDUCED SUBGRAPH -

If there is a walk from a +0 ✓ in a

-
' '
.

graph G
,

then any
shortest length

walk

H is an

"

inducedsubgraph
"

if

from u to v
must be a path .

ECH ) = & xye Eca) I ✗ c- VCH )
. YEVCH)} .

PIof . Consider a shortest walk

I 2 I
• Wow ,

. . . Wn
,

U=Wo . ✓ =Wn↳ G =

•☒⑧
,

If this is not a path ,
then there is

•

induced
a repeated vertex ; ie wi=Wj for

3 4 3 4 icj .

But then

Wo
- ' ' Wi - I Wiwj -11 • " Wn

" ° ⑥
"

" •
would be a shorter wash from u→v ,

a contradiction .

| spanning neither
proof follows .

• • ¥-4
THERE EXISTS A PATH :

%
3 4

"

We define a relation to on Vca) ✗ Vca )
WALK

,
LENGTH

,
REVERSE WALK

'

A
"

walk
"

in a graph G is a sequence by
' - u→vc⇒thereexis-sapathfomVoe , V , ezvz - - - envn

u to v.

in which vi. c-
VCG) Yi-0

, . .
. ,n

& ei-civi-i.ve. } c- ECU) .

2 By the previous
lemma

,

We sometimes just write v0 . . .vn ( and omit the edges ) ,

au~4vc-jthereexis-sawalkfonf.fi; In particular , this is a walk
"

from V0 to Vu
"

.

u to v.

"

4
The

"

length
"

of the walk is ^ - → IS AN EQUIVALENCE RELATION
'

Note to is an equivalence relation .

The
"

revk
"

is

PIOF . Reflexive : For
any

reveal,
viv since there

Vnenvn , ,
- -
- e

, Vo
is a path of length

0 from v to

from vn to ✓
o

-

itself .

§E If urasv
, given any path from u→v , the

reverse path exists
,

and is a path from ✓→u .

Eik: suppose
unaev

,

v1> w .
at

U= V0 - . - Zn =V ,
✓ = Wo . . . Wm=

W

be the paths from u→v & v→w resp .

Then

U= V0 . .- Vnw, . . . Wm
= W

is a walk from u
to w

.

Thus u w .
( by lemma) .

Be



CONNECTED [GRAPH] EXAMPLE : 4-REGULAR GRAPHS HAVE NO
'

we say
a graph

G is
"

connected
"

if BRIDGES

Is has exactly one equivalence
class . '

problem :

COMPONENT [OF A GRAPH]
"

prove that a 4- regular graph has no

"

A
"

component
"

of a is the subgraph
induced bñdge

by an equivalence class of v4 .

eg

'

• Equivalence classes :
. If e=×y is a bridge :

let G× be the component of ✗ in G-e.
""" "
- 47,8}

Every vertex in G× has degree
4
. except for ×,

which has degree
3 .

components .

But this is impossible, since the Handshake Theorem says
'

we must have an even # of nodes with odd degree ☒

Alternatively , a component is a

"

maximal

connected subgraph
"

. A MINUS V : G - V
,
VEVCG)

Exercise : If It is a connected subgraph of G
'

.

If ✓ c- ✓(a)
,

then we define
"

G - v

" *

analogous definition

and Nµ(v)= Nacv)
YVEVCH)

,

then H is

to be the induced subgraph
with

for
"

Gtv
"

,

a component .
ee E-(a) vca-v)=vca)\iG MINUS e : G - e .

'

If e is an edge of G
,
we define

CUT - VERTEX
"

G - e
"

to be the spanning subgraph
such

'

A
"

cut - vertex
"

is a vertex such that its

that deletion disconnects the graph -

ECG-e)=Eca)\&- ec-E.ca) ⇒ e IS A BRIDGE <⇒ e IS

BRIDGE/CUT-EDGE NOT IN ANY CYCLE

[OF A CONNÉTED GRAPH] '

let a be a graph , and let EEECG) .

'

If G is connected , we say e is a

"

bridge
"

Then e is a bridge iff e is not contained

if G- e is not connected .

in
any cycle .

BRIDGE /CUT- EDGE Fu,v g.+ . 2 DIFF PATHS FROM "→✓ (⇒

[OF A GENERAL GRAPH]
G HAS A CYCLE

"
we say
eeE a bridge if it is a bridge

"

Let a be a graph .

Then the following
in its component .

G IS CONNECTED , e IS A BRIDGE ⇒ are equivalent
:

① There exists a. reveal such that there are

G-e HAS 2 COMPONENTS , ENDPOINTS OF

e IN EACH COMPONENT two different paths from u to V :
&

-

If a is connected
,

and e=×y is a

② There exists a cycle
in G.

bridge of a ,
then

peg. ② ⇒ ① : easy .

① G-e has exactly two components;
&

①②: at

② One component
contains ×

,

& the other

P
,
= (u=Uo . .

. um
_-v )

contains y .

pz = ( u=vo
" . V^=v)

PIOF . let vevca ) & let v. i. ×
be a path

be two different paths from u
to v.

in a fwm ✓ to ✗
.

If P, -tPz , then
there exists an edge e that appears

If e does not appear
in this path . then this

(exercise)
in one but not the other .

is a path in a -e.

WLOG , suppose
e = Ui, Ui

is an edge of P
,

-

Thus G-e

v ~> ✗ -

But then

Otherwise
, since ✗ can only appear

once
,

e has

Ui - i - i - UOV , . . . Un - - . Ui
+0 be the end ; thus , the path is of the

"

u=Vo
ie

form
v. . . yet .

is a walk in G -e from Ui - 1 to hi .

Since e can only appear
once

,

thus
Therefore e is not a bridge .

By the previous -1hm
,

7- a cycle containing e- Tgs
v. . - y

is a path from ✓ to
y

in G -e .

Hence
G-e

v ~> y .

Therefore , there are at most two components
in Ge

,

mainly the component containing ×
,

& the component

containing y .

Since G-e is not connected
,

case is a bridge!

these components
must be distinct .

Proof follows. ☒



TREE
F IS A FOREST WITH c COMPONENTS

"

A
"

tree
"

is a connected graph
my ⇒ g.=p

-c

with no cycles . up to

let F be a forest with p vertices ,
*

the empty graph
is not a tree !

q edges and c components .

eg
Then necessarily g. =p

- c.

• g. %9
i - SPANNING TREE

'

A subgraph
T of G is called a

"

spanning
oakwok tree

"

if T is a spanning subgraph & T is

etc .
a tree .Kg i

4 IS CONNECTED <⇒ IT HAS A SPANNING

FOREST TREE

; A
"

forest
"

is a graph
in W""

A graph
a is connected iff it

every component
is a tree '

has a spanning tree .

'z More concisely ,
a forest

is a Graph
pngy . ( (=) If a has a spanning

the
'

then we can use T
to find a

with no cycles .
path joining any pair of

vertices .

EQUIVALENT DEFINITIONS OF BEING

Proof follows . #

A TREE (⇒ ) If a is connected
,

let

5=4 connected spanning subgraphs of a } .
'

let T be a
connected graph with p

5=10 since GES .

vertices and {ed
consider an element y

s with minimum
•~""

Then the following
are equivalent :

y edges .

① T is a tree Cie T has no cycles) : exercise : show this is a
tree .

"""" "
"" """ { """""" """""

③ There is exactly one path I"""9
"'h

'

'

suppose T is a tree with p
vertices , where

pair of vertices :
&

p > 2 .④g
n, n ,

, # , www.yna.gr, , y, , ,
,
. .
.

Then necessarily
* "connected

"

is essential for ④⇒
① -

① no =
0 ;

9 £3 • satisfies q=p
-1 but isn't a

② E. ni =p : &

tree .

Roff . ① (⇒ ② <⇒ ③ is solved by our previous ③¥,ini=ztheorems .
↳ handshake -1hm .

① ⇒④ : proceed by induction on p
-

=
-

.

True for p=1 naively - z
We can combine these equations

to get

Cet
p > 1 & the result is true for smaller

④n,=2-§(i-2)n
P Cie for graphs w/ fewer vertices ) .

Let ee ECT) . Since ①⇒② , e is a bridge . ( from 2.② -③ )

so
,

T -e has 2 components , say T , Tz - LEAF [IN A TREE ]
'

A
"

leaf
"

is a vertex of degree
1

Ti & T2 are connected
,

and have no cycles

(since they are components of T
-e
,

& one subgraphs in a tree
.

of a graph
with no cycles ) ' EVERY TREE WITH 72 VERTICES

i. T
,
& Tz are trees . HAS 32 LEAVES

By IH ,
IECT

,
) I = IVC-1,11 - l & I E) I = IVC-1211 - l . '

'

Every tree with at least 2 vertices has

Thus at least 2 leaves .

/ ECT- e) I = IECT.tl + IECTZ> I

p-wg.com/1ayfumpneis0m+hm--lVCT,)1-lVCTz)l-2--lVCT)1-2.--
Hence

1 ECT) I = IVCT) / - l

q
" =p

and we're done
.

④② : suppose , for a contradiction
,
that

9.=p
- I & T has an edge

that is not a bridge .

Delete non - bridges
until none remain .

In the end
,

we're left with a connected graph

(we only deleted non -bridges )

with p vertices
,

and < p
- l edges

[since we deleted 31 edge ) .

The result must be a tree since it's connected &

has no non - bridges,
which doesn't satisfy { =p

-1
.

This contradicts ① ⇒④ .

Proof follows . ☒



ENUMERATION OF TREES

ROOTED TREE : CT,r)

'

A
"

rooted tree
"

is a pair
( Tir) where

① T is a tree : &

② REVCT) .
' "

"

root
"

.

z
We call r the

'

good 6
"

3
We represent a rooted tree by

to
}

① circling
the root : or

•
6

② by putting arrows on all edges so

:*:-c:#that the unique path from any
vertex

to r follows the arrows .
2

3

PP
-2
TREES WITH VERTEX SET Ep]

CCCAYLEY>>

,
Problem :

"

Given a set of vertices
, say Ep] ,

how many
trees are there with thatvertexse

eg p
:3

i.
2 3

2£03 Good
2 3

p -2
'

There are exactly p
trees with vertex set

Ep] .

eg of
+
oooo

= 16 trees = 42
a.

12 trees
4 trees

Paff . we count sequences
ce , , . . . , ep. , ) of directed edges

such that these edges collectively form a rooted

tree on vertex set Ep] .

We do this in 2 Ways :

Methods: at T
= set of all trees

w/ vertex set Ep] .

For each TET, there are p ways
to pick a root ,

and (
p
- 1) ! ways

to order the edges in a sequence .

-

'

- # of sequences
= ITI - p

- Cp- 1)
!

TTT
picuanpick a pick

+nee a order

not

me¥#2: start with the vertex set Ep] & no edges .

Add directed edges one at a time as follows :

① Pick any
vertex veep] ;

③ Pick another vertex ns.t . adding a directed edge

from u to v creates a graph in which every

component is a rooted tree .

There are p choices for step ①
.

How many for step ②
?

←
this is not a tree .

E. E.uÉ•ÉÉ•ÉI• ie u cannot be
on the

v
same component as v.

←
this is not a tree .

Foot (n has two different%q→9¥É¥÷¥¥• '

to
'

paths ) .t.ee ie u cannot be on the

different component as v.↳
But this works iff u

is the root of its component .
So
,
the # of possibilities for u Cie step ②)

is

the # of components -1 .

By a previous theorem,
# of components =p - q .

So # of possibilities
= p
- q
- 1

.

:
.
# of choices

at nth iteration = pep
- K) .

Thus

# of sequences
= Pcp-1 ) - Pcp-2) .

. . .
• pcl )

= pP
"
. ( p

- 1) ! .

Combining the two methods , we get

IT / • pocp- 1) !
= pP

"
. Cp -1 ) !

Or in other words IT / = pP→ ,

as needed .
☒



BREADTH- FIRST SEARCH TREES / BESTS
"

A
"

breadth - first search tree
"

of a graph a ✗ c- ✓(G) ACTIVE , levellx)=K ⇒ ALL VERTICES

is a rooted tree ( Ir)
,

where T is a IN THE QUEUE HAVE LEVEL K OR K-11

subgraph of a , which is the output - '

when ✗evca) is active
,
if levekx)=h , then

by the
"

BEST algorithm
"

'

all vertices in the queue
have level K or K"

-

BEST ALGORITHM Pay. Exercise .

T IS A BEST
,
EEECG) ⇒ llevellx) - levelly) / El

'

'

tnput: a graph a & vertex reveal .
<c FUNDAMENTAL PROPERTY OF BFSTS>>

Output : a BFST with root r .
"
let G be a connected graph, and let T be a BFST

.

z Example : Let e=×y c- Ecu) . Then necessarily
Let r=l .

I 2 3

•-•→ Form a queue ,
and push I 11evelCx)-levelCy))

a -_ |④ to the queue .40-50-86
" ¥ Pnggf . Whoa

, suppose
✗ is active before y .

•→→ Get g. first , and see its neighborsLÉt
"

. at k=,eue,(×) . If y
is not in the 9"

"

7 8 9
Draw "

T
"

,
a routed tree where when ✗ is active , then y is currently not in V9) -

l

T : •µq•
the neighbors point . Then ✗ becomes the parent of y

-

Pop the queue & add these
If y is in the queue

at this stage .
then

2 4

neighbors to
the queue .

levelly)=Ék , 4+1 } by the lemma -

9=2-14 Proof follows . TB

Repeat the same process repetitively
DISTANCE [ BETWEEN TWO VERTICES] : distlx.gl'

• •
'

T :
2#•Y ✗

'
'

let a be a connected graph , and let ✗'YEVCG) -

q= 4. 3,5 T : Zoo
• 4An -

• •
The

"

distance
" between ✗ & y

is the length
3 5 30 • • 7

4 45 of a shortest path from ✗ to
y .

And so on
,
until the queue is empty .

6
• • 8 T IS A BEST WITH ROOT ✗ ⇒ ✗→ y IS THE
tThe final tree is our result .
q• SHORTEST PATH

, distcxcy) = levelly)
The general algorithm follows very similarly . -

let a be a connected graph ,
and T is a BFST noted

UNEXHAUSTED VERTICES at × .

'

The vertices currently in the queue above are
Then the unique path from ✗ to y

in T is the

called
'
'

unexhausted
"

. shortest path .

ACTIVE VERTEX In particular ,
"

The vertex at the head of the queue
is called

dis-cx.yl-levelcyl.IT
"

active
"
.

PARENT [OF A VERTEX] Pref. Clearly the path

The
"

parent
"

of ✗ is the active vertex such
g. prey) . prcprly)) - r -

✗

is a path from y
to × of length levelly) .

that ✗ is joined in the tree
.

we must show that any
other path has length > levelly ) .

- the root has no parent -

LEVEL [OF A VERTEX] Let

y= Vov, - . . Vu :X'

The
"

level
"

of ✗ is defined by
be a path.

① level ( r ) = Oi &
see that

② level ( x ) = level ( pro)) -11 . levelly) = 1 levelly) - level
""

BFST IS A TREE
,
& IT IS SPANNING = 1£ cleverer:-, ) - levelly. )) ) telescoping sum)

i=1
(=) IT IS CONNECTED

£ £1 levelly.- ,) - levelly. ) / ( by D ineq)"

A BFST is a tree
,

and
i= ,

it is spanning iff it
is connected . n

e Ecl ) ( by fund Prop. of

Pngof . To show it is a thee
,

we show b
"

i= ' BFSTS)
induction at each stage of the algorithm

, y

that T is connected & IECT) / = lvctl - l -
as needed

. ☒

For the second point : "

Note this fails if neither ✗ nor y
is the

( =)) clear .
root .

( (=) Suppose G is connected
,

& (Tir) is a
BFST .

Given ✓ c- Vcu) , let v=Vo . . . vu=r
be a

path from v to r .

( such a path exists
- : G is connected) .

If VEIVCTI, then 7- some index K such that

Ye-1¢ VCT ) & Vue VCT
) .

But this is impossible ,
because if Vuevct) , then at some

point in the BEST algorithm Vu is active -

At this point . all of its neighbors ( including Vu - , )
are added

to T .

Thus Vu- , C-
VCTI

,

a contradiction.

Proof follows . ☒



GIRTH [OF A GRAPH] : girth(G) EQUIVALENT DEFINITIONS OF BIPARTITE

GRAPHS-

The
"

girth
"

of a graph
a is the length "

Let G be a connected graph . and T a BFST
.

of the shortest cycle .

Then the following
are equivalent :

ALGORITHM TO FIND THE GIRTH
① a is bipartite ;'

Let a be a connected graph .

② G has no cycles of odd length: &

For each vertex reveal
,

let CTr.rs be a BFST ggpg.eyyxygzgag.ueueuxy.y.my#
rooted at r .

let
pnyof . ① ⇒ ② : Trivial - left us an exercise .

minmrt-xye-ecaN-ec-rydtevel-rcH-kvel-rcyl-B.IT -

②⇒_③ : suppose ③
is false .

Then 7- ×yeEca) such that

level 1×1 = levelly) .
Then

(since by the Fund . Prop . of BFSTS States

girthC6)=min&mr1reVC llevelcx ) - levelly) / El
.

Now consider the subgraph from the girth

Pnoofshetch .

Let reveal be a vertex & ✗ye Eca
)\ECTr) .

algorithm ( to the left) .

First
,
we need to show

The cycle in this subgraph
has odd length , which

level ,yc×) +
level

,-rly>
+ I > girth(G) .

eg Frcontradicts ② '

Fry
consider the walk ③⇒_① : If ③ holds

,
then let & &

F F
r
,
. . .
. prey) , y , ✗ , prlx

)
, .. . .

r . A = i. ✗c- ✓(a) I levelcx) even}

;-•yB = & yevca) / levelcx ) odd } .YEH
This has length level -1,1×1-1 level-1491+1

.

Tuen ③ ⇒ ( A. B) is a bipartition ,
which is sufficient

Now
,
consider the subgraph defined by the vertices

for what we need . ☒

& edges in this walk .

This has at most level ,yC×) +
level ,-rcy>

+1 edges,

and it has a cycle ( there are two distinct paths

from r to × ) .

Thus
,

the subgraph
has cycle of length E level -1,1×1 + level,.ly) -11 .

Hence
,
the girth ( ie the shortest cycle) must be

f level -1,1×1-1 level-1,1g)
-11

.

Considering all vertices r
,

thus

girth ( r
) E minimr : reveal } .

To show equality , we prove
"

If r is in a shortest cycle ,
then

Mr = girth (a)
"

.

( left as exercise .) ☒

'

Note the # of cycles in G is
"

exponential
"

in

the # of edges for a fixed # of vertices .

-

3
So looking at every single cycle

does Lot give a

polynomial time algorithm .

However
,

this algorithm does run in polynomial
time .



THE ADJACENCY MATRIX
'

Let a be a graph .

G Is K- REGULAR ⇒ U IS AN EIGENVALUE
For convenience

,
assume Vca)=En] .

The
"

adjacency matrix
"

of G is the matrix A OF G
, gk = # OF COMPONENTS

s -t .
'

Let a be a b-regular graph -

Aig. =
! "

c- Eca ,

Then k is an eigenvalue of G
,

and its(0,otherw
geometric multiplicity is the # of components .

eg
•-•→

*

geometric multiplicity = dim 'qxeRnlA×=kx}
I 2 3

Then pw-of.at A be the adjacency matrix .

Let ✗ = ( ¥;) c- Rn . We will prove
a __ ( ? I

°

, ) .

Ax=k× c⇒ xi-y-V-ijc-E.ca) .
0 I 0

Rest of proof is exercise ."

z
Notes :

① a vertex can never be adjacent to itself . so ((=) let A×=( §;) . If ✗ i=×j YIJEECG), then

the diagonal will always be 0's .
9- = I

jenci,×j
= I ✗ i = kxi ( since degcj )=k ) .

② this matrix will also be symmetric - jenci)

Thus
, they are orthogonally diagonalizable , and so

: . A×=kx . #

(=) ) let A×=k✗ . Then
have real eigenvalues .
In particular , kxi = I ×j . - (* )

jenci)'

① If ✗ = (n ) & y=A×= ( §:L )
,

then let s= i. ievca, / 7-jerri) sit . ✗ i=×j } . We want to show 5-0.

If 5=1/0
,

let iess.t.ci
is maximal .

yi=I×j .je?⃝ claim: ✗ i
> xj V-j c- Nci ) .

Why? #
: jes .

Then ✗ i
is maximal ⇒ ✗ i > xj .

e) ✗ = 2*502--1, • 2,5 . - l are the

5 I 5 entries of the : jets . Then by deft of S . ×j=×h for a"

A- ✗ = •→-•
I 1,2 3 Vector ✗ .

2+41 jhc-E.ca) -

# OF WALKS OF LENGTH n FROM i→j In particular, xj=×i
⇒ ✗ i > ×j - #

Thus

IS CA
"

)ij Ix;
E kxi .

Let i. jevcal . jencit

Then
,
the # of walks of length ^ from i to I

with equality iff ✗ i=✗j JEN") .

But since ies
,

this inequality is strict : ie I ✗ -
< kxi

,

jerk]
J

is equal to ( A
"

)ij .
which contradicts ( *) .

Pw_of . Exercise .

use induction on n & deft of matrix multi>""
"°" "

Hence 5=10
,

as required . ☒

(A)
i ;
= FCA

" "

)iuAy. -

EIGENVALUES [OF A GRAPH]
'
"

If G is a graph . the
"

eigenvalues
"

of a is

the eigenvalues of its adjacency matrix .



EXAMPLE : PETERSEN GRAPH THE PETERSEN GRAPH DOES NOT HAVE A

-

Let T be the Petersen graph . HAMILTONIAN CYCLE
'

Problem :
Let A be T's adjacency

matrix .

-

z
Problem 1 : "pw✓ethePe-esenGrphcannothavHamiltonian cycle

"

.

"Whataren'seigenvalues&theirrespectiÑmultiplicities?
"

Pw_of . Suppose P has a Hamiltonian cycle H .

let A be the adjacency matrix ofPSII. 3 is an eigenvalue with multiplicity 1 .

Then It is a 2- regular subgraph
that is

we claim spanning & connected .

H }egqÑ
Pngof . Notice

(A' + A)
ij
= A!j + Aij . Let C be the adjacency

matrix of H '÷÷÷:÷÷÷÷÷É÷÷*Y T Then the eigenvalues of C are

of length 2 of length I
2
,
cos Tyg , cos 2% ,

- . '

from i→j a-
( ZI -1J ) = { 3 , i=j ( by the previous theorem) .

11 . itj
If we delete the edges of H

,
we get a

check : for any
2 distinct vertices i. j .

1- regular spanning subgraph , say M .

there is exactly 1 walk of length 1 or of length 2 .

o_0

Let's say its adjacency -
M o_O

Now ,
let R be an eigenvalue .

Assume tht } '
matrix is B. o_O

Let A×=Rx , where ✗ 1=0 . Then the eigenvalues of B o_0

Then are

AZX + Ax = ZIX + JX I
, I , I

,
I
,
I
,
-1
,
-1
,
-1
,
-1
,
-1

-

(⇒ RZ× + Rx = 2×+0 . s components have to be the same , &

the sum of the I have

since A is orthogonally diagonalitable
to be 0

⇒ vectors from distinct eigenspaces
are orthogonal . In particular. (f) is an eigenvector of

Thus ( I . . . 1) ✗ =o (since (
'

;) is an eigenvector of 3) . . 3 in A ;

• 1 in B :

Hence
• 2 in C.

22+12=2 .

Additionally , the
other eigenvectors are orthogonal to⇒ D= -2 , D= 1 .

It follows the Petersen graph
has eigenvalues 3,1, - . . . ' ' -2 ' "

'

'
-2

this vector
.

Then
, by construction

,

we have A=B -1C .

The sum of the eigenvalues = trace (A) =D .

Consider E ? & E ? .

: . there are 5 1 's & 4 -2's .

:._heeigenvaluesufAaR3'_'-Z'É ( note dimcv)=9 ) .

A Also dime ? -_ dime? = 5 .

""""

HAMILTONIAN CYCLE Since E
,? E- ? c- V.

Kd;m9' "

A
"

Hamiltonian cycle
"

in a graph G with p
^ T

E?
,

dims dims
thusvertices is a cycle of length p .

dimCE.AM E? ) 35+5-9=1 .
# OF CYCLES =p !(Im)P So

,
there is

a
non -zero vector

-

Note the approximate
number of cycles in a

✗ e EF n E? .

graph with p
vertices & q edges,

where Thus

A-✗ = ✗ & Bx = - ×
,

qEm=( E) , is =p ! C :-)?
and so

*

vqry approximate value ! [ ✗ = (A- B) ✗ = 2X
.

A

Ep [FOR A SYMMETRIC MATRIX A] so we've found another eigenvector in EI , and so

'

If A is symmetric . & R is an eigenvalue,
dim EE 32 .

Hence H has 2 components, a contradiction . Be
write

A

Ea =D
,
✗ c- Rn / A×=ax }

.



PLANAR & NON-PLANAR GRAPHS
PLANAR EMBEDDING DEGREE [OF A FACE ] : deg(f)
A drawing of a graph in the plane with :

The
"

degree
"

of a face is

no edges crossing is called a

"

planar
C# of non - bridges ) + 2×1# of bridges )

embedding
"

.

PLANAR GRAPH in the boundary .
p=6 vertices

A graph is
"

planar
"

if it has at least one

eg
•

q=9 edges

planar embedding . •¥É•- " 3 faces

deg(f.) =3
eg Qz :

"8-•011

degcfz) = 8

Ñ••• degcfs) =3 .

BRIDGES ARE INCIDENT W/ I FACE,oo•%%o
, NON - BRIDGES ARE INCIDENT W/ 2 FACES

so Oz is planar .
"

Why are bridges special ?

Consider the following two graphs :
K" :

;•-
So he, is planar .

÷

t.H-G.it"
"i

W.MY •

e is a bridge e is not a bridge

let e be an edge .
But the following are non-planar :

starting on one side of e ,
trace along

the

kg.kz
, } , Cly , the

Petersen graph -

boundary of a face. ( in blue)

FACES [OF A PLANAR EMBEDDING]
① In the first graph, we got to

the opposite
side .

:

A planar embedding divides the plane into

- The two faces on either side of e are

regions ,
called

" faces
"

. the same

- So e is incident with one face.

ADJACENT / INCIDENT EFACES]
- Moreover

,
e is a bridge, because the line we drawn

We say
two faces are

"

adjacent
"

iff they

separates the two parts of a -e.

are
"

incident
"

on a common edge .
② In the second graph , we got to the Sze side .

BOUNDARY [OF A FACE ]
- Thus e is not a bridge ( since the boundary of f- contains

The
"

boundary
"

of a face is the subgraph
1 a cycle) .incident
defined by the vertices & edges - e is also incident with two different faces -

with it . ie-y.de : bridges are incident with 1 face, whilst

"

Note : the above three are concepts associated
non - bridges are incident with 2 faces .

2 -

with a planar embedding . It
a planar graph !

( Rigorous proof
needs the Jordan Curve

Theorem . )

\\

DIFFERENT
" PLANAR EMBEDDINGS(graphs

-

.

µ , a planar graph can
have

"

different
"

P """

SET OF FACES : FCP)
'

let P be a planar embedding - embeddings .

We write
"

Fcp)
"

for the set of eg
2 2-3

4t.IS. :faces of P. µµ•4
6 5

6 5

face sequence :
face sequence ,

5,5, 3,3
6. 4. 3,3



I degcf) = Zq P HAS A CYCLE ⇒ EVERY FACE's BOUNDARY
f-c- FCP)
LC HANDSHAKE THM FOR FACES >> HAS A CYCLE

, deg (f) zgirthcp) V-f-c- FCP)
"

For a planar embedding P, let
' "

Let P be a planar embedding that has

FCP) be the set of faces .
a cycle .

If P has q edges ,
then

Then the following are true :

① The boundary of every face contains a

¥g,p,de9cf)=2① cycle :

② The degree of every face 3 girth ( P ) .

Pioof . Let

PIof - ① let f- c- FCP) . Recall in a forest , the # of

A = cicf, e) : f- c- FCP)
,

ee ECP), f incident with e , e bridge }
Vertices

, edges & components satisfy {=p
-C .

B = & (f. e) : f- c- Fcp) ,
EEECP) . f- incident with e

,
e non- bridge}

P is not a forest , so

Then

1A , + 21131 = 29 = I degcf) . q > p
- c -11 .

g- feFC÷ By Euler's formula ,

counting by s = q
- p + c- 1+23 2 faces .

edges
counting by
faces Thus f is not the whole plane .

Proof follows .

☒
let Q be the boundary of f ( a subgraph of P

p - q-1s = c -11 embedded in the plane . )
CC EULER'S FORMULA>> Then f is also a face of Q

,

and it's not the

'

for any planar embedding with whole plane .

Thus Q has at least 2 faces .
① p vertices ; co - dimensional )

so Q is not a forest, and so has a cycle .
② q edges; Ci -dimensional )

( z - dimensional )
② deg (f) 7 IELQ) / s, length of a cycle in Q > girth 'll)③ s faces :

&

④ c components . > girthcp) . ☒

we have EXAMPLE 1 : Kg IS NOT PLANAR

p-q+s - "

we can show Ks is non-planar
.

Perf . Suppose P is a planar embedding of Ks .

eg p=12
• • 9=13

Then

p=5 , q=l0 , c=l

and so by Euler's formula•%¥±•\•£ s=s

c =3
s = q -p -1C -11

= 7.

&
For

every f- c- Fcp) , deg (f) 3 girth
(P ) =3 , & and by the HT

Then p
-q-1s = 4=3+1

= c -11 .

PIof . Assume p
is fixed , and use induction °" 2q= I degcf ) ? 21 ,

f-c- FCP)
E.

but
9=10 so 29=20 ,

contradiction !

let P be our planar embedding .

Proof follows .
☒

Bas: 9=0 .
⇒ so 5=1

,
c =p .

G IS PLANAR ⇒ qE3p -6⇒
p
- q-1s =p

-11 =p-11 .

Cso formula works out . > -

Let a be a graph with p> 3 vertices & q

IndEp: suppose 9>0 and the res""

edges.

holds for planar embeddings
with P

✓°""

If a is planar , then 9<-3/0-6 -

& q
- l edges . Ioof. If a has no cycles,

then G is a forest

let P be a planar embedding with p so g. =p
- is 3p -6 .

( since p > 3) .

vertices & q edges,
c components & s faces -

If a has a cycle ,
then girth (G) 33 -

Cet ee. ECP )
,

and consider P- e . let P be a planar embedding of G- Then

⇒ :
e is not a bridge . zq=I degcf ) z

3s . ( by the Handshake -1hm for feces )

Then p- e has p
vertices, E-

1 edges . fefcp) T

S -1 faces ( since two faces on either side of e become one ) Hence # of faces
se 3- q .& c components (since e is not a bridge ) .

Since czl
, by Euler's Theorem

Thus
p
- Cq - 1) + Cs -1) = c -11

⇒ p
- q+s=c-11 . # p

-

q -1s = c -1172

&
case 2 : e is a bridge . p-q+s s p

-q -139 =P
-

"

-39 '

-

Then P - e has p
vertices

, E- 1 edges , go

S faces ( two faces on either side of e are already p
- Iq zz =) 9<-310-6

the same )
,
& as desired .

☒

c -11 components ( since e is a bridge ) .

Thus p
- ( q

- 1) + s = Cat , ) -11

⇒ p
- qts = c -11 . #

Proof follows - ☒



VERTICES HAVE DEG d. FACES HAVE
girth(6)=k ⇒ qf 1¥22

)

deg d* ⇒ GRAPH IS A CYCLE OR A

PLATONIC SOLID

'

Let a be a planar graph with p vertices
, q edges ,

& girth(a) = K .

Consider connected planar embeddings such

Then necessarilythat

① Every vertex has degree d : qsk¥??⃝② Every face has degree d* .

what do these look like ? "z The converse is not true !

5011 . By HT for vertices
, dp = 29 .

T

sum of deg of vertices
9

•§z☒•aooo→→→By HT for faces , d*s= 29
9

sum of deg of faces. The inequality holds despite the fact we know

By Euler's Theorem
, p - q+s= 1+1=2

the graph is not planar .

( since the graph is connected ) . ANY SUBGRAPH OF A PLANAR GRAPH

via elimination
,
it follows that IS PLANAR

p
- q -1%7=2 .

:

Any subgraph of a planar graph is planar .

Hence

q=d¥÷ EDGE- SUBDIVISION

similarly . An
"

edge - subdivision
"

of a graph involves taking an edge

d¥=d*P .

and replace it by a path repeatedly -

This can be rewritten as o

dcd
"
- 2) P

- 2 ⑤ → 0800£
¥

= -p .

< 1 . :B0
☐

In
particular, p > 3 .

So
0

G IS NON - PLANAR <⇒ IT HAS A SUBGRAPHdCd# < 1 .
THAT IS ANEIG.ES#IvISIO-N0FK5Hencedd*-2d-2d*< 0 . OR 1<3,3

Thus

dd* - 2d - 2d* -14
< 4- <( KURATOWSKI 'S THEOREM>>

⇒ ( d- 2) ( d* - 2) < 4 . '

A graph is non-planar If either

options :
① d=2

,
d*= any ① It has a subgraph which is an edge subdivision

eg £-4 of Ks : or

- cycle . ② It has a subgraph which is an edge subdivision

÷ of 1<3,3 -

② D= } , d
*
=3 .

( since d*> 3) .

Make sure we do not
"

repeat
"

any vertices !

This is Ky :
•

#•# - tetrahedron

③ D= 4 , d
"
=3 .

eg
•

This is piano
:

2
' '

lines
"

share a commonThis is

- octahedron -

vertex .

④ D= 5 , d* =3 .

EXAMPLE : THE PETERSEN GRAPH
⑤ D= 3

,

d*=4 .
-

Problem :
This is 03 :

- cube
"

use Kuratowski 's Theorem to sh

?
the

,

""

graph⑥ D= } , d*=5
. isnotplanarÉ

These graphs correspond to the cycle , &

the five platonic solids
.

5011 . See that

GRAPH IS PLANAR ON A SPITERI ⇒ •
12

GRAPH IS PLANAR ON THE PLANE

Any graph that can be drawn on a sphere ,,g⑧• , ,

☒
⇐ ⇒•|¥Ñ•"without crossing can be drawn on a

plane without crossing .
45

35
34

Pioof . We can use
"

stereographic projection
"

.

23

So the Petersen graph is an edge
subdivision

99
of 1<3,3 -%.?⃝•"•| Thus

, it is not planar .

☒



'

1<3,3 :

"

'

zks :

CONTRACTING AN EDGE : G/e
'

Let a be a graph , and let e=×yeEca) .

Define a new graph
"

ale
"

by

VCG/e) = Vca)\&x.y } Vive} : &

ECG/e)=&abeEca)I&a,b}n&x.y}=÷É
wwe÷÷÷÷:÷:÷:;÷::÷÷-"

eg

FF÷¥. :I!!;E
y
"

contracts
"

to ✗

a
ale

MINOR [OF A GRAPH ]
A graph obtained from G by deleting edges
& vertices and/or contracting edges is called

a
"

minor
"

of G.

eg Ks is a minor of the Petersen graph .

•

gives us Ks .•\••y••
"""""9 the pink edges

G IS NON - PLANAR <⇒ EITHER K
}, }

OR Kg
IS A minor OF G

CC WAGNER'S THEOREM>>

A graph is non - planar iff either

① Ks is a minor ; or

② Kz
,}

is a minor .

*

Node : this is also referred to as
"

Kuratowski's

Theorem
" ( as well as the previous

definition) .



GRAPH COLORINGS
K- COLORING ANY PLANAR GRAPH IS 5-COLORABLE

-

A
"

K- coloring
"

of a graph G is an

CC FIVE - COLOR THEOREM >>

assignment of K or fewer colors to the

"

Any planar graph is 5- colorable .

vertices such that adjacent vertices have

Boff - Argument of 6- color theorem still works if
different colors .

Formally , this is a function f. VCG) → Eh] s.t.

T
colors degcv)E4 .

If degcv)=
5
,

v has 2 neighbors a. b. c-
Ncr )

×yeEca)⇒fCx)t-f
which are non - adjacent .

K- COLORABLE (otherwise ,

the subgraph induced by N") is 1<5 -

'

If a K - coloring exists on G. we say
G is

But a is planar ,
so it

can't have 1<5 as a

K- colorable . subgraph ) .

2
Note there is no efficient algorithm to determine if

Let a
'

be the graph
obtained by contracting va

a graph is 3- colorable .
& vb -

EXAMPLE : THE PETERSEN - GRAPH IS 3- can the new vertex v !

COLORABLE
-

show the Petersen graph is 3-colorable
.

"

⑤.§§§ →C5011 .

••

•• ⇒ The Petersen graph
is 3-colorable . C G

'•¥¥gg¥⑥⑨ a
,
is sµ , piano , and has fewer vertices than a .

By our inductive hypothesis, G
'

is 5- colorable .

Use this coloring to get a coloring of G - u -

2-COLORABLE (=) BIPARTITE Every vertex ✗ c- VII. a,b} gets the same
color as in

"

Note a

graph is 2-colorable iff it is coloring of G
'

.

bipartite . But a & b both get the color of v !

This can be decided efficiently . ( Because a & b are non - adjacent in a) .

This uses at most 4 colors amongst
the neighbors of v.

EVERY PLANAR GRAPH HAS A VERTEX
so we can extend this to a 5- coloring of G. ☒

WITH degcv) £5
ANY PLANAR GRAPH IS 4-COLORABLE'

Every planar graph has a vertex with degree
CC FOUR - COLOR THEOREM >>

at most 5 .
'

Any planar graph is 4- colorable .

Puff . Suppose not . Then 7- a planar graph a S.t.

degcv) ?
6 VEVCG) . puff . Details beyond

the scope of the course .

Since luca) / 33 & G is planar.
thus 9<-31--6 - "z It was first conjectured in ~ 1852

.

By the HT. '

First actual proof : ~
1976 ( Appel & Hacker)

2q= Idegcv ) 3 Gp .

✓c- Vca)
'

This was turned into an efficient algorithm in ~ 1996
ie 4

q ? 3p
& { f3p -6 . ( Reberson , Sanders

, Seymour , Thomas
)
.

-
'

5
Idea : same as the 5- color theorem

, exceptThe two
inequalities obtained are inconsistent -

-

thus contradiction ! Proof follows . ☒ that we look for configurations
that are

ANY PLANAR GRAPH IS G-COLORABLE more complicated
than

a SIX - COLOR THEOREM >> d qt -qd_ JK
.

'

Any planar graph is 6- colorable .

•
In

particular . we identify a list of unavoidable
"

a

warmup
theorem

"

.

Configurations using
"

discharging
"

,
such that colorings

Pw_of . We proceed by induction on p,
the

can be extended .

# of vertices .
- but this a long

list !

Ba: p=l . ( This is trivial . )

Indksep: suppose G has p vertices &

the result is true for graphs
with p

-1

vertices .

By the above lemma
,

G has a vertex v sit .

degcv)
c- 5 .

By the inductive hypothesis , G - v is 6- colorable .

We can extend this coloring of G - v to a coloring

of G. by giving v a color that is different

from its neighbors -

Proof follows. ☒



THE CHROMATIC POLYNOMIAL [OF A

GRAPH] : ✗act)
Let G be a graph with p

vertices
.

There exists a polynomial Xact) with integer

coefficients and deg (Tait) ) ≤ p
such that

#ofw1oringsofG=XaCk÷-
eg For Kp ,

✗ ( t ) = tct-1 ) . . . Ct -p -11 ) =
t±

.

Kp

why? - there are K ways
to color

the first vertex ;

- there are u -1 ways
to color

the second vertex

- etc .

-

'

- # of K- colorings is kch-1) (6-2) . . . ( k- p -11 )
= Xach) .

PFF .

We proceed by induction on the #ofeᵈ
If G has no edges , then

every function VCG) → Eh]

is a 6- coloring .

'

'
- ✗alt ) = TP works .

Now
, fix G and assume the result is true for

graphs with fewer edges .

Let e=xy
be an edge .

-

every coloring of G is also a coloring of

G.

- A k - coloring of G -e is a K- coloring of a

Iff × and y
have different colors .

- A h - coloring of G-e in which ✗ &
y

have the

say colors is equivalent to a coloring of

ale .

Thus
,

# of k - colorings of G = C# of K -colorings of G- e)

- (# of K -colorings of a /e) .

By our inductive hypothesis , this is

# of h- colorings of a = Xaech) - Xayech) ,
where ✗

a.ect) & Xayect ) are polynomials of degree ≤ p

with integer coefficients .

i. We define

☆ 2altl-Za-eltl-Xaye.lt#-
and this works .

☒
'

"

z
Note that calculating Xalt) is exponential .



MATCHINGS
AUGMENTING PATH

of E. (a) sit . every vertex of G is incident , An "

augmenting path
"

is an alternating path

with most 1 edge of M
. from u to ✓

,
where u & u are both

eg • • unsaturated
.

e) •_•-8-08--0-08
↑ ↑

saturated
unsaturated\ / \ / M IS NOT A MAX MATCHING⇔ -7 AN.LI

AUGMENTING PATH

matching of matching of
M=∅ size 5

i Given
an augmenting path P

,
we can replace

size 4
'

Note :
( maximal ) (maximum)

M←mdECP-The empty set ∅ is always a matching of G.

where

MAXIMUM /MAX MATCHING

nDB=CA\B)UCB\'

A
"

maximum
"

matching is a matching with

the maximum possible # of edges amongst a"
"

This will be a strictly larger matching .

matchings of G.
eg ⑧→←•-0--0-0

(compared to maximal : matchings s - t we

"

cannot add

↓

any more edges
"

and let it still be a matching .

0-00-0=0-00-0-0
*

Max = maximum .

eg The Petersen Graph :
SATURATED [VERTEX]

•-

A vertex vevca) is
"

saturated
"

by a matching
M if u is incident with some edge
inn . ⇔÷€¥I→¥¥:±¥•

• saturated augmenting9 %¥¥• • unsaturated

j If m is not a max matching , then an augmenting\ / path exists .•• FINDING AN AUGMENTING PATH
- ,

2
See that

'

In this course
,

we focus on the bipartite case .

① # of saturated vertices = 21Mt : &
why ?

① Easier :② # of unsaturated vertices = p
- 21Mt .

② More important for applications : &

PERFECT MATCHING
③ Stronger results .

'

'

A
"

perfect matching
"

is a matching with § vertices
, EXAMPLE : JOB APPLICATIONS

where p= IVCGII .
Problem :z In a perfect matching . every vertex is saturated .

"

say we have a graph} A perfect matching is automatically a maximum

• • • • • • • Coop students

matching .

4 However
, some graphs have no perfect matching - ↓•\#•• jobs

eg
of ☒ =

coop
student is qualified .

←
Then

ALTERNATING PATH maµ,µ⇔µµ,,µ,,⇒µ,a⇔÷"

Given a graph G and matching M
,

an

matching .

"

alternating path
"

is a path in which the edges
are alternately in M / not in m ' EXAMPLE : SCHEDULING

'

Problem :e9
•→od→

"

say we have a graph

• • • • • • • volunteers

↓••• timeslots

☒ = volunteer is available

Then

filling the most timeslots <⇒ finding a maximummaµ



COVER [OF A GRAPH]
"

A
"

cover
"

C in a graph G is a subset

of VCG ) s -t . every edge of G is incident

=

with at least one vertex in C.

⇒

•*⇒••¥%☆:Ñ¥
.•←•

( =vca )

j Note : ( = Vca ) is always a cover of C.
"

}
we are interested in mu.

( but this is NP-hard in general . )

M IS A MATCHING
,
C IS A COVER

IN a ⇒ IMI ≤ ICI
'

"

If m is a matching and C is a cover

in the same graph , then Im / ≤ ICI
.

( where the graph is bipartite . )

Puff . Let M = i. e , , . . . .eu}
,
ei= uivj -

For each i
,
we must have uiec or ✓ it C ( or both ) .

-

'

- In, , .
. .

, ua} ≤ C .

But since M is a matching . uituj for itj

.
: ICI ≥k= 1Mt. ☒

1Mt __ ICI =) M IS MAXIMUM, C IS MINIMUM
'

In particular , if 1Mt =/ CI
,
then M is a maximal

matching and C is a minimum cover .

PIF- let m
'

be some matching , and C
'

be some

cover .

Then

IM
'

/ ≤ ICI = 1Mt & icy ≥ / MI -- ICI .



G IS BIPARTITE ⇒ I MATCHING
,
COVER

OF THE SAME SIZE
<< KONIG'S THEOREM>>

'

In a bipartite graph . there exists a matching
M and a cover C of the same size . #:=fveY,&e=×yEMithenue÷#
idea . start with a matching M .

We will search for an augmenting path , and in the
Pw_of . Similar to Lemma

# 1 .

process of doing so
,

build a cover "

consider p( v1 . Either we Pcv) , so he is reachable .

Either the augmenting path exists ( so matching is

or u¢Plv) , so Pcv)eu is alternating . so u is reachable .

☒
not maximal

, so start again) , or ICI =/MI .

PIF.ph#-ti:gfe-chinaugmuingpa-h. P¥#2:Bui1dingawver#
Let m be a matching in G

,
and CA , B) be a

: Let C= YUCAIX) . Then C is a cover .

tripartition .

Note that an augmenting path has one end in A moreover.IE/--lml-lY#t
and the other in B C since it has odd length] .

Whoa
,
we can start searching from an unsaturated p-wof.BY Lemma # 1

. every edge in G has one

vertex in A - end in AIX or one end in Y _

Let so C is a cover .

✗
◦
= set of unsaturated vertices in A :

By Lemma #2, every edge in M is incident with

✗ = set of reachable vertices in A ;

a vertex in AIX or a vertex in Y\Yo ,

but÷::+::::::÷:::: n.tw .

-: 1Mt = IAIXI -11×1%1

= ICI - 1%1 ,
Define a vertex u to be

"

reachable
"

if there
which suffices to prove

the claim .

exists an alternating path from some vertex

Mainpr
in ✗

☐
to u .

Denote this path Pcu) . Suppose M is a maximum matching .

Construct ✗ ,Y
,
etc . as before .

Note : an alternating path exists <⇒ Yo # ∅ .

-

Since M is a max matching .

no augmenting path exists .

( If uE% . then peu) is an augmenting path .

i. Yo = ∅
,

and so

If P is an augmenting path , one end is in Xo & the

other is in % . ) ICI __ 1Mt
.

Also note every
vertex in Xo is reachable since we as needed .

can just consider paths of length ° .

,

2
This

may or may
not be the case for non - bipartite

⇒ ✗
◦
≤ ✗

.

graphs .
✗ At☆

eg
•-•

H☒ F•☒•• 'man

tdty Max matching min cover

÷
. } :;:÷: :*i¥ " ' ""

max matching
•↑↑↳

can be min cover

""

"

⇔

Yo / Y\% unsaturated & saturated &
B

unreajabeunreabel-l-i-fuc-lde-uvc-ECGI.thenvc-Y.fm#
PW-of.ca#t-:ec-M .

Then e must be the last edge in Pcu)
.

Why? → because Plu) has even length ( as a- c- A)
,
and

the first step is not in M .

Thus
,
the last edge is in M Cby alternation) .

Since M is a matching . there is only one edge
in M incident with u .

e is such an edge .

so this edge is e.

.

-

. Pcu) = Pcv)eu .

In particular ✓ is reachable .

: ectm .

Consider Pcu) . If VEPCU) , then ✓ is reachable , so we're

done .

otherwise , Pcu)ev is an alternating path so that V

is reachable
,

and again
we're done . ☒



BIPARTITE MATCHING ALGORITHM
-

To turn our proof of Konig's Theorem eg

into an algorithm for max matchings /
A

min covers
,

we need a systematic way
to

compute the sets ✗ & Y . ☒; Idea : modify +ne Best algorithm . ÷•"q ,£
,

① Instead of starting with a single root,

É is a root -
B

② If u is the active vertex :

- if ✓ c- A ( even level )
. only add edges start with the matching shown

.

WLOG
, let A be the set of the top nodes

,

& ☐

not in M '

- the bottom nodes.
- if ✓ c- B Codd level )

. only add edges
✗

☐
= 41,4 } .

in M .

Run the BFÉhn ur Xo :

③ In the end,

unsoÉ⑧ •
4 → can only move along

- ✗ = vertices of even level : level 0

edges am

- " = """ "
"d """ "

"" ↳
8

↳ " ° """ " → "" "Y "
" "°"

- Xo = vertices of level ° : edges c- mpath
→

f.
,

too
, level 2.%=uenasofoµwe,wi :

children

( ie leaves ) ?⃝£\q level 3

unsat .

④ If Yo =p, we have a maximum matching . & Eugene : ✗ ☒ $ ☒ ✗ 5) ☒ 9)
Then

c= YU (A)X)
① ✗ = i. 1,3 , 4,5 } i

is a min cover : &
② Y = i. 6. 8.9.10} ;

⑤ If Y -1-0
,

then a path from a vertex in Yo
③ Yo = i. 6,9 } .

to its root is an augmenting path -

Then i
,
, , g. 3,6 } is an augmenting path .

We can then use this

to obtain the new matching

- - . old matching
- i

t
- - - augmenting'

, path

"

I - new matching
1

I 1

I 1 I

i !
B

We run our algorithm again
-

✗0=44} .
⇒ ✗ = II.4,5}

•

4 level 0

4=48,10 }

✓\ 10 level 1 Yo = ¢ .

mi! /
5 level 2

Quenya : 4 8 10 I 5

Since 40=0, this is a maximum matching .

So

C. = YUCAIX )

= & 8. 10,33 }

is a min cover .



G IS BIPARTITE : EXAMPLE 1 : RANKS OF PILES IN A

7- MATCHING OF SIZE IAI ⇔ DECK OF CARDS
'

problem :INCD) / ≥ IDI V-DEA

<< HALL's [MARRIAGE] THEOREM >> "

you have a deck of 52 cards -

-

'

Let a be a bipartite graph with tripartition Deal the cards as evenly as possible into K piles .

( A. B) . where k≤ 13 .

For DEA , define Then
, it is always possible to choose 1 card from

each pile , with no two same rank .

NCD)=¥N ,µ,.m,,÷
Then there exists a matching of size IAI iff
IN (D) I ≥ IDI for all subsets DEA .

Pw_of . Use Hall 's Thin .

j inte : if a matching of size IAI exists . then
let G be a graph with tripartition ( A. B) :

it is a maximum matching .
A = set of piles'

Also
, if 1B / < IAI

,

then taking D=A , we see that

B = i. A. 2
, . .

.

,
K }
,

NCD) = NCA ) ≤ B ,
and we have an edge pr ,

where PEA. REB , iff

and so INCD) / < IDI . there exists a card of rank r in pile P _

Thus
,
the theorem states no matching of size IAI

•
• co

• • pilesexists -

ie we must have IAI ≤ 1131 for such a matching to INexist .

Pref . (⇒ ) suppose M is a matching of site IAI
.

⑥
• • &

Then every vertex of A is saturated - g. . . .

ranks
A 2 3 4

Let DEA ,
and let •••@ D

f f f / ←
m

'

let DEA .

m
'

= & eem I e incident with a vertex in D }
Consider cards in piles from D-

N' = i. VEB I ✓ incident with an edge
in m

'

} . ⑧⑨⑧⑨@ N
'

Each pile has ≥ 4 cards (since k≤ 13 )
.

Then IDI = IM't = IN't .

Thus
,
there are at least 41171 cards in these

But since N' ≤ NCDI, it follows that

piles , combined .

ID / ≤ INCD)l ,
-

'

. There are only 4 cards of each rank in the

as needed . #
deck ;

((=)
✗ AIX .

-

. There are at least ID , ranks represented in these piles .

In particular, we've proved ID / ≤ INCDII .

✗◦ | ✗ 1×0
By Hall 's Theorem

,
G has a matching of site IAI

,
which

A
is exactly the solution to our problem . #

' k> I =) EVERY K- REGULAR BIPARTITE GRAPH

HAS A PERFECT MATCHING

⇔ , ⇒ , +nene.esnreg.w.im#egrapnnas
Misa
Max a perfect matching .
matching .

% Pneef . Let a be a K -regular graph withXB tripartition ( A. B) .

Let D≤ A -
Then

B\Y # edges incident
with

≤
# edges incident with

reachable a vertex in D a vertex in NCD)
.

unreachable
11

"

KINCD) /Suppose that G does not have a matching of size IAI
.

" ""

let m be a max matching . Then im / < 1A ,
since the graph is K - regular .
Thus ID / ≤ INCDII .by assumption .

So
, by Hall's Theorem ,

there exists a matching of
consider X

, Y, etc . from Konig's Theorem .

site IAI
.

Since M is a max matching . Yo -_ ∅ .

We can apply the same reasoning , switching roles of
Then IMICIAI ⇒ ✗

◦
≠ ∅ .

( ie 7- an unsaturated vertex)
.

A & B-
i. 1×1=1×01 + 1×1×01

; . There exists a matching of size 1131 '

≥ 1×1×01
Thus IAI = 1131 and these are perfect matchings . ☒

= 141%1 ( matching gives a bijection) -

can also be shown
= 141 .

by edge - counting
But also notice NCX)≤ Y. Otherwise

,
we would have edges arguments .

that go from ✗ → Bly
,
which by the diagram cannot occr .

So

1×1 > INCX) / .

Thus

IDEA s.tv INCD) / < IDI , as required . ☒



CONVEX HULL : convcs)
DSMn= conv (Pmn)"

let SERM
, say 5=49 , . . . .sk } .

4 BIRKHOFF - VON NEUMANN THEOREM >>
Then the

"

convex hull
"

of S is
'

We claim DSMNE convcpmn) .

convcst-fqq-ii-ai.sk/ai7OViiIai=12s.f--?,Pn-of.E-asy:conv( Pmn) I Dsmn .

Hid : Show that if AEDS.mn ⇒ Aeconvcpmn ) .
eg sons

"

•-•
"

°

y → convo) Form a bipartite graph G with tripartition ( A. B) .

convos ) conks )
•

S }
Let

A = ER, , . . .
.
Rn }

DOUBLY STOCHASTIC MATRIX
B. = ic , , . . . . Cn }

A
"

doubly stochastic matrix
' ' A is a nxn matrix

where Ri = ith row of A
,
& Cj = jth column of A

.

Such that
Then let

① Aj. 30 vi. j :
edge joining Rig. c⇒ Aij -1-0 .

② A 1- = 1- .
I is the

"

all - ones
"

vector ;
claim : a has a perfect matching .

lie sum of each now =\ )
Let DEA . Then

③ AT 1- = 1- .

I Aij ← I AijCie sum of each column =D
.

'

'
'

i.j-s.I.si .

-

iij-s.fi
DSMN

"

' Rijeka) , ! 1

Rig. c- Eca) !
:

we write i RIED
'

-
-
- - -

-

'

€
I g- c- NCD) i

this set is a
-
- - - -

'

n

= set of all nxn doubly stochastic
Then subset this set !DSMmaµ,eµ of

PERMUTATION MATRIX I Aij = IA; = IDI
i.j sit i. j ,"

A
"

permutation matrix
"

P is an nxn matrix
Ricj c- ECG ) , Ried

such that RIED
&

① Every entry is 0 or 1 ;

I Aij = INCDII .
② There is exactly one 1 in each row : &

i ,j sit
.

③ There is exactly one 1 in each column . Pig- c- Echl ,

g- c- NLD)Pmn
So

,
G has a perfect matching .

we write
To finish the argument, induct on the # of non - zero entries

PMin-setofallpermutationma.tn#I in A .

Ba: A c- Pmn .

( v )

Inndugfivmestep : Find a perfect matching M = i
, Ri,Cj , , Rizcjz . . . . . Rincin } .

Let P = permutation matrix with Is at Ci
, .jp . Cizjz) . . . . .

Let
q= mini. Aij I Ricjem } .

Then

A- qp

Tq
is a DSM with fewer non - zero entries . ☒


